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Abstract

A formally fourth-order well-balanced hybrid finite volume/difference (FV/FD) numerical scheme for approximating the conservative form of two 1D extended Boussinesq systems is presented. The FV scheme is of the Godunov type and utilizes Roe’s approximate Riemann solver for the advective fluxes along with well-balanced topography source term upwinding, while FD discretizations are applied to the dispersive terms in the systems. Special attention is given to the accurate numerical treatment of moving wet/dry fronts. To access the performance and applicability, by exposing the merits and differences of the two formulations, the numerical models have been applied to idealized and challenging experimental test cases. Special attention is paid in comparing both Boussinesq models to the nonlinear shallow water equations (NSWE) in the simulation of the experimental results. The outcomes from this work confirm that, although the NSWE can be sufficient in some cases to predict the general characteristics of propagating waves, the two Boussinesq models provided considerable more accurate results for highly dispersive waves over increasing water depths.
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1. Introduction

In the last two decades mathematical and numerical modeling of free surface flows in realistic environments has been one of the most interesting and active research fields in coastal engineering. Important issues one has to consider include, the validity of a mathematical model in near-shore zones as well as in deeper waters, wave breaking, transitions between sub and supercritical flows, frequency dispersion and accurate numerical treatment of natural topographies and wetting/drying processes. To this end, depth averaged models have gained a lot of popularity, in terms of applicability and development, with the nonlinear shallow water equations (NSWE) being one of the most applied models falling in this category. Written in conservative form, for mass and momentum, the one-dimensional (1D) NSWE read as

\[ H_t + (Hu)_x = 0, \]
\[ (Hu)_t + \left( H u^2 + \frac{1}{2} g H^2 \right)_x = -gHb_x - \tau \]
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where the subscripts $x \in \mathbb{R}$ and $t > 0$ denote partial derivatives with respect to space and time, $H(x, t) = \eta(x, t) + d(x)$ is the total fluid depth (with $\eta(x, t)$ being the free surface elevation and $d(x)$ the depth below the still water level), $u(x, t)$ is the horizontal depth-averaged velocity, $g$ is the gravitational constant, $b(x)$ is the bed topography function and $\tau$ is a term that models friction viscous dissipation effects. For a well-posed problem we add to system (1) and (2) some initial conditions

$$H(x, 0) = H_0 \quad \text{and} \quad u(x, 0) = u_0,$$

(3)

where $H_0$ and $u_0$ are given functions on $\mathbb{R}$, as well as boundary conditions. Equations (1) and (2) represent a system of (hyperbolic) conservation laws with source terms (also called balanced laws) that can describe the propagation of very long waves under the hydrostatic pressure assumption.

The NSWE have been employed widely to model wave propagation and runup, see for example [5, 6, 15, 16, 23, 30, 34, 35, 43, 44] among many others. In addition, numerical models that utilize the NSWE have the ability to represent breaking waves as propagating bores or hydraulic jumps (i.e. shock discontinuities) [16, 30]. When dealing with flow discontinuities volume conservation becomes an important issue. Numerically, conservative Godunov-type finite volume (FV) methods based on Riemann solvers have the advantage of solving the integral form of the nonlinear equations as fully conservative schemes with intrinsic shock capturing properties as well as with correctly incorporating the bed topography and treating accurately advancing wet/dry fronts [4, 15, 17, 23, 29, 34, 47, 48]. With regard to the topography discretization, considerable progress has been made in devising numerical schemes for computing the topography source term within the FV framework. Several numerical and mathematical treatments have been proposed in the literature for balancing the flux gradient and the source terms, in order to properly compute stationary or almost stationary solutions. This property is known as well-balancing and is currently a very active subject of research, we refer to [15] and references therein. The second important problem is the appearance of dry areas, due to initial conditions or as a result of the water motion. As such, the necessity to handle wetting and drying moving boundaries (e.g. shoreline motion [3]) is a challenge that has attracted much attention. Several approaches have been proposed in different models and numerical schemes. In [43] using the NSWE equations and in [31] for Boussinesq-type equations an extrapolation technique was used to allow the models to handle such moving boundaries. Other techniques have been developed as to avoid dealing with wet/dry interfaces by excluding the dry cells from the computational domain [4, 6], by artificially wetting dry cells [23] and by modeling the shore as porous or slotted [25].

Although the models utilizing the NSWE appear to be able to model important aspects of the wave breaking process and the general characteristics of the runup process they are not appropriate for deeper waters where frequency dispersion effects become more important than nonlinearity. On the other hand, Boussinesq-type equations introduce dispersion terms and are more suitable in water where dispersion begins to have an effect on the free surface. Under the assumption that nonlinearity and frequency dispersion are weak, and in the same order of magnitude, Peregrine [37] derived the so called standard Boussinesq equations for variable depth using the free surface displacement and the depth averaged velocity as dependent variables. The standard Boussinesq equations, written in terms of the depth averaged velocity, break down when the depth, $d$, is greater than one fifth of the equivalent deep water wavelength, $L$, and as such are limited to relative shallow water. In addition the weakly nonlinear assumption limits the largest wave height that can be accurately modeled. Considerable effort has been made in the past two decades to extend the validity and applicability of the standard Boussinesq equations to deeper water depths (or to shorter waves). As such, several alternative formulations with improved dispersive properties were presented. The extended Boussinesq formulations of Madsen and Sørensen (MS) [33] and Nwogu [36] have received, probably, the most attention in recent years for modeling wave propagation from deep to shallow water. The two approaches have identical dispersion characteristics closely relating to linear wave theory leading to a
dispersion relation that can be interpreted as a Padé approximant of the exact dispersion relation. These extended models give a more accurate representation of the phase and group velocities in intermediate water (with water depth to wavelength ratio $d/L$ up to 1/2). However, further improvements have been derived by including high-order nonlinear and dispersion terms (see [32], [27] for a review) which in turn are more difficult to integrate and thus may require substantial computational effort.

Many numerical schemes have been developed to compute approximate solutions for Boussinesq-type equations. Until recently most of them are based on the finite difference (FD) method but the use of the finite element (FE) method has increased in the past few years, see [18] for a review. However, the FV method requires significantly less computational effort than the FE method while non-linear advection terms can be more easily treated when compared to the FD method. Very recently, hybrid solutions which combine the FV and FD method have been introduced for Boussinesq-type equations as to incorporate the flexibility and shock-capturing capabilities of the FV method into dispersive wave models. This approach is particularly useful for short and long wave interactions as the solution can be easily turned into entirely FV solution of the NSWE by removing the higher order Boussinesq terms if needed. In [21] a fourth-order hybrid FV/FD model for the MS model was developed by employing a MUSCL-type scheme with Roe’s Riemann solver on the FV part of the equations. In addition, the fourth-order predictor-corrector time stepping from [49] was employed and the topography slopes were discretized using the surface gradient method (SGM) [52]. However, no specific wet/dry front and wave breaking treatments were considered. In [2] and [45, 46] similar schemes to that presented in [21] were developed to solve the MS equations by employing the HLL Riemann solver instead and wave breaking criteria were introduced resulting in a hybrid Boussinesq/NSWE model. Both the MS and Nwogu’s models, but in non-conservative form, were numerically solved and compared in [40] utilizing again the HLL solver and the SGM in the predictor corrector MUSCL-Hancock scheme. Again, no specific wet/dry front and wave breaking treatments were considered. In [39] a fifth-order in space and a fourth-order in time (from [49]) hybrid scheme was presented for Nwogu’s model along with a new eddy viscosity breaking mechanism, based on the variations of the momentum flux. Other notable hybrid approaches, but for different Boussinesq-type models, can be found for example in [12–14, 19, 20, 26, 31, 41].

In the light and spirit of these recent developments, in the present work both Nwogu’s model and the Madsen and Sørensen (MS) one are formulated in the conservative form of the NSWE. Both models are numerically solved employing a fourth-order Godunov-type FV technique, based on the approximate Riemann solver of Roe with the topography source term discretized in an upwind manner as to provide a well-balanced scheme. An accurate conservative treatment of moving wet/dry fronts and shoreline motion is integrated in the proposed scheme. As such, no special algorithms need to be implemented, e.g. extrapolation or exclusion of dry cells, to accurately compute shoreline movements. In addition, a specific wave breaking treatment is included and tested here, following [45, 46], also for Nwogu’s model. This study has twofold; the development and application of a hybrid FV/FD well-balanced scheme to Nwogu’s and MS equations, expressed in conservation form, as well as, the comparison of the results obtain from the two models in order to determine their differences (if any) to practical numerical applications for idealized and, more important, experimental benchmark data. Finally, the two Boussinesq models are compared also to the non-dispersive NSWE for the experimental test cases.

2. Dispersive Model Equations

The two systems of extended Boussinesq equations presented next are applicable for irregular wave propagation on a slowly varying bathymetry from deeper to shallow water. Both models are rewritten here
into a conservation law form and as such they can be numerically approximated by a hybrid FV/FD scheme. Each model is different in the form and arrangement of dispersive terms.

2.1. Nwogu’s Boussinesq formulation

Nwogu [36] derived a system of equations using the velocity \( u \equiv u_a \) at an arbitrary distance from a still water level \( z_a \) as the velocity variable, instead of the commonly used depth-averaged velocity \( u \). An optimum value of \( z_a = -0.531d \) was used so that the dispersion properties of the system most closely approximate those defined by linear wave theory, making the equations applicable to a wider range of water depths compared to the classical Boussinesq equations. The extended equations of Nwogu consist of a continuity and a momentum equation in the form:

\[
\eta_t + (Hu)_x + \left[ \left( \frac{z_a^2}{2} - \frac{d^2}{6} \right) du_{xx} + \left( z_a + \frac{d}{2} \right) d(du)_{xx} \right]_x = 0, \tag{4}
\]

\[
u_t + uu_x + g\eta_x + z_a \left[ \frac{z_a^2}{2} u_{xx} + (du)_{xx} \right]_x + \tau = 0, \tag{5}
\]

We re-derive the equations following [39]. Since the topography \( b \) is unchanged in time, it holds that:

\[
\eta_t = H_t, \quad \eta_x = H_x - d_x, \quad \text{and} \quad g\eta_x = \left( \frac{gH^2}{2} \right)_x + gHb_x. \tag{6}
\]

Including relationships from (6) in equations (4) and (5) we can re-write them in vector conservative form:

\[
U_t + F(U)_x = S(U), \tag{7}
\]

where now \( U \) is the vector of the new variables, \( F \) is the flux vector and \( S \) is the source term, with

\[
U = \begin{bmatrix}
H \\
\psi_M \\
\psi_C
\end{bmatrix}, \quad F(U) = \begin{bmatrix}
Hu \\
Hu^2 + \frac{1}{2}gH^2 \\
\frac{z_a^2}{2} u_{xx} + (du)_{xx}
\end{bmatrix}, \quad S(U) = S_b + S_f + S_d = \begin{bmatrix}
0 \\
0 \\
-\frac{gHb_x}{x} + gHb_x
\end{bmatrix} + \begin{bmatrix}
-\psi_C \\
0 \\
-\psi_M
\end{bmatrix}
\]

in which

\[
P^* = Hu + Hz_a \left( \frac{z_a^2}{2} u_{xx} + (du)_{xx} \right), \tag{8}
\]

\[
\psi_M = Hz_a \left( \frac{z_a^2}{2} u_{xx} + (du)_{xx} \right), \tag{9}
\]

\[
\psi_C = \left[ \left( \frac{z_a^2}{2} - \frac{d^2}{6} \right) du_{xx} + \left( z_a + \frac{d}{2} \right) d(du)_{xx} \right]_x. \tag{10}
\]

\( P^* \) is the velocity-like function and contains all time-derivatives in the momentum equation and a part of the dispersion terms, while \( H_t \) can be explicitly defined by the continuity equation, so the dispersion terms \( \psi_C \) and \( \psi_M \) contain only spatial derivatives.

2.2. Madsen and Sørensen’s (MS) Boussinesq formulation

The equations derived by Madsen and Sørensen [33] are:
\[ \begin{align*}
\eta_t + (Hu)_x &= 0 \\
(Hu)_t + (Hu^2)_x + gH\eta_x + \tau \\
&+ \left[ -\left( B + \frac{1}{3} \right) d^2 (Hu)_{xxx} - Bgd^3 \eta_{xxx} - dd_s \left( \frac{1}{3} (Hu)_{xx} + 2Bgd\eta_{xx} \right) \right] = 0
\end{align*} \]

(11)

(12)

where \( B \) is a free parameter that determines the dispersion properties of the system. A value of \( B = 1/15 \) is used here [33]. We re-write the above equations following [21, 45], in order to obtain a conservative formulation. As in Nwogu’s equations, it is assumed that the topography is not changing with time so including relations from (6) in (11) and (12) leads to the conservative form (7), where now

\[ U = \begin{bmatrix} H \\ \tilde{P}^* \end{bmatrix}, \quad F(U) = \begin{bmatrix} Hu \\ Hu^2 + \frac{1}{2}gH^2 \end{bmatrix}, \quad S(U) = S_b + S_f + S_d = \begin{bmatrix} 0 \\ -gH\eta_x \end{bmatrix} + \begin{bmatrix} 0 \\ -\tau \end{bmatrix} + \begin{bmatrix} 0 \\ \psi \end{bmatrix} \]

in which

\[ \tilde{P}^* = Hu - (B + \frac{1}{3}) d^2 (Hu)_{xx} - \frac{1}{3} dd_s (Hu)_x \]

and

\[ \psi = -Bgd^3 \eta_{xxx} - 2d^2 d_s B\eta_{xx}. \]

(13)

(14)

The source term \( S(U) \) includes again the bottom slope \( S_b \), friction \( S_f \) and part of the dispersive terms is included in \( S_d \). The term \( \tilde{P}^* \) contains all time derivatives in the momentum equation and the dispersion term \( \psi \) contains only spatial derivatives.

For the friction term \( \tau \), in both models, the Manning empirical formula, \( \tau = gHS_f \), is used here, where

\[ S_f = n_m^2 \frac{|u|}{H^{2/3}} \]

with \( n_m \) being Manning’s friction coefficient.

Both Nwogu’s and MS Boussinesq models describe weakly non-linear and weakly dispersive water waves in variable water depth and were derived under the assumption that

\[ \epsilon := A/d << 1, \quad \mu^2 := d^2/L^2 << 1, \quad S := \epsilon/\mu^2 = O(1) \]

where \( \epsilon \) and \( \mu \) are standard nondimensional parameters for a scale analysis of long waves, \( S \) is the Stokes (or Ursell) number, with \( A \) being a typical wave amplitude and \( L \) a characteristic wavelength. Both sets of equations provide accurate linear dispersion and shoaling characteristics for values of \( kd \) up to 3 (intermediate water depths), where \( k \) is the wave number and \( kd \) is essentially a scale of the value of \( \mu \), providing a correction of \( O(\mu^2) \) to the shallow water theory. However, the property of the Padé approximant is such that the resulting dispersion relations for both models may be interpreted as being accurate through \( O(\mu^4) \) or display an extended validity range. By retaining \( O(\mu^2) \) terms in the derivation of the models some vertical variations in the horizontal velocity are included even though the explicit appearance of the vertical coordinate has been removed from the continuity and momentum equation by integration. In the absence of the dispersion terms, by omitting all \( \mu \) terms, both models satisfy exactly the NSWE (1) and (2). Written in the above conservative form, both Nwogu’s and MS set of equations have an identical advective flux vector \( F(U) \) to that of the NSWE. The use of the conservative form of the equations as well as the application of a conservative FV numerical scheme ensures proper handling of flows characterized by discontinuities.
An important property of (7), related to the topography source term, is that the system admits non-trivial steady-states. A particular elementary solution that provides a benchmark for many numerical schemes is the so-called flow (or lake) at rest solution that is easily obtained assuming \( u = 0 \) and \( H + b = D(x, 0) = D_0 \) constant in the wet region of the computational domain \( \Omega \subset \mathbb{R} \). Then, we get the exact solution

\[
\begin{align*}
    u &= 0 \quad \forall \ x \in \Omega \text{ and } t \geq 0, \\
    H(x, t) &= \begin{cases} 
    D_0 - b(x) & \text{if } b(x) < D_0, \\
    0 & \text{otherwise,}
    \end{cases} \quad t \geq 0.
\end{align*}
\]

This solution represents flow at rest taking into account the existence of wet/dry transitions as well, and is of importance for the derivation of FV discretizations presented in this study. In numerical applications we require the above steady state solutions to be preserved exactly. Schemes that satisfy this property are usually referred to as well-balanced. If a numerical scheme is not well-balanced, even very small perturbations of steady-state solutions may lead to numerical-induced errors, which would make the resolution of long waves impossible due to their small amplitude during their propagation to deeper waters. More precisely, a numerical scheme that preserves exactly (16) and (17) is said to verify the \( C \)-property [1] and if wet/dry transitions exist the extended \( C \)-property [10].

3. The hybrid numerical scheme

The hybrid FV/FD numerical scheme used to solve the equations of Nwogu and MS is formally fourth-order in space and time. We use the FV formulation for the discretization of the advective part, \( \mathbf{F}(U) \), of the equations and the bed source term, \( \mathbf{S}_b \), and the FD formulation for the corresponding dispersive terms.

3.1. FV spatial discretization (for leading order terms)

The FV formulation imposes conservation laws in a control volume which reduces here to a one dimensional cell. Let us consider a control volume \([x_{i-1/2}, x_{i+1/2}] \times [r^n, r^{n+1}]\) of dimensions \( \Delta x = x_{i+1/2} - x_{i-1/2} \) and \( \Delta t = r^{n+1} - r^n \). A Cartesian mesh is used in which the index \( i \) represents a particular cell centroid where the average quantities of the conserved variables are nominally stored. The approximate cell average of \( U \) in \( C_i = [x_{i-1/2}, x_{i+1/2}] \) at time \( r^n \) is denoted as \( U_i^n \) i.e. \( U_i^n = \frac{1}{\Delta x} \int_{C_i} U(x, r^n)\,dx \).

High-order accuracy in the calculation of numerical fluxes is achieved by constructing (left and right) cell interface values using a fourth-order MUSCL-type extrapolation scheme, given by Yamamoto et al. [50], prior to the application of the numerical flux, see also [21, 40, 45]. This fourth-order reconstruction is performed to the variables of total water depth \( H \), velocity \( u \), and also, in this work, to the topography \( b \) as follows, for the \( (i + 1/2) \) cell interface:

\[
H_{i+1/2}^L = H_{i+1} + \frac{1}{6} \left[ \varphi(r_1) \Delta^* H_{i-1/2} + 2 \varphi \left( \frac{1}{r_1} \right) \Delta^* H_{i+1/2} \right]
\]

and

\[
H_{i+1/2}^R = H_{i+1} - \frac{1}{6} \left[ 2 \varphi(r_2) \Delta^* H_{i+1/2} + \varphi \left( \frac{1}{r_2} \right) \Delta^* H_{i+3/2} \right]
\]

where \( \varphi \) is the van Leer nonlinear slope limiter function, [29],

\[
\varphi(r) = \frac{r + |r|}{1 + |r|}
\]

with \( r_1 = \frac{\Delta^* H_{i+1/2}}{\Delta^* H_{i-1/2}} \) \( r_2 = \frac{\Delta^* H_{i+3/2}}{\Delta^* H_{i+1/2}} \) and

\[
\Delta^* H_{i+1/2} = \Delta H_{i+1/2} - \frac{1}{6} \left( \Delta \overline{H}_{i+3/2} - 2 \Delta \overline{H}_{i+1/2} + \Delta \overline{H}_{i-1/2} \right)
\]
To satisfy this, the discrete topography source term should balance the corresponding non-zero flux terms, 

\[ \Delta \overline{H}_{i-1/2} = \minmod(\Delta H_{i-1/2}, \Delta H_{i+1/2}, \Delta H_{i+3/2}), \]  

(19)  

\[ \Delta \overline{H}_{i+1/2} = \minmod(\Delta H_{i+1/2}, \Delta H_{i+3/2}, \Delta H_{i-1/2}), \]  

(20)  

\[ \Delta \overline{H}_{i+3/2} = \minmod(\Delta H_{i+3/2}, \Delta H_{i-1/2}, \Delta H_{i+1/2}), \]  

(21)  

\[ \Delta H_{i+1/2} = H_{i+1} - H_i, \]  

(22)  

and the minmod limiter given as: \( \minmod(a, b, c) = \text{sign}(a) \max(|a|, 2\text{sign}(a)b, 2\text{sign}(a)c). \)

After integration of (7) over each computational cell \( C_i \) the semidiscrete form for the advective and topography terms can be represented as

\[
\frac{\delta U^n_i}{\delta t} = -\frac{1}{\Delta x} \left[ F^n_{i+1/2} - F^n_{i-1/2} \right] + \frac{1}{\Delta x} \Delta S^n_{bi} = -\frac{1}{\Delta x} \Delta F^n_i + \frac{1}{\Delta x} \Delta S^n_{bi},
\]

(23)

where \( F^n_{i+1/2} \) and \( \Delta S^n_{bi} \) are the numerical fluxes (at each cell interface) and the numerical topography source respectively. The numerical fluxes in (23) can be evaluated solving the Riemann problem at the cell interfaces. In this study the approximate Riemann solver of Roe [38] is utilized along with an upwind discretization for the topography source and are briefly reproduced here for the sake of completeness and in order to present some proposed modifications. We remark here that, modified versions of Roe’s solver, e.g. [11, 19], as well as other approximate Riemann solvers, e.g. of the HLL-type [47], can be applied for the construction of the numerical flux. The choice of Roe’s solver in this work is justified by its wide popularity and applicability and more importantly by the well established numerical treatment of the topography source terms in order to satisfy the \( C \)-property, which can be easily incorporated in this solver. By denoting with \( \Delta_i \) the Roe average Jacobian matrix, \( \frac{\partial F(U)}{\partial U} \), which can be diagonalized, by the right and left eigenvector matrices \( X_{i+1/2} \) and \( X_{i+1/2}^{-1} \) with \( A_{i+1/2} \) being the diagonal matrix with the eigenvalues in the diagonal. With the Roe average matrix between \( U_{i+1/2}^R \) and \( U_{i+1/2}^L \) given as

\[
A_{i+1/2} = \begin{bmatrix} \hat{c}^2_{i+1/2} & 0 \\ -\hat{c}^2_{i+1/2} & 2\hat{c}^2_{i+1/2} \end{bmatrix},
\]

(25)

where the average velocity \( \hat{u} \) and celerity \( \hat{c} \) are:

\[
\hat{u}_{i+1/2} = \frac{u^L \sqrt{H^T} + u^R \sqrt{H^R}}{\sqrt{H^L} + \sqrt{H^R}} \quad \text{and} \quad \hat{c}_{i+1/2} = \sqrt{\frac{H^R + H^L}{2}},
\]

(26)

the eigenvalues of \( A_{i+1/2} \) are \( \lambda_{i+1/2}^{1,2} = \hat{u}_{i+1/2} \pm \hat{c}_{i+1/2} \), with corresponding eigenvectors \( r_{i+1/2}^{1,2} = [1, \lambda_{i+1/2}^{1,2}]^T \).  

As it has been demonstrated in [1, 24], an upwind discretization scheme should be also used for the bed topography source term, \( S_{bt} \), to avoid non-physical oscillations in the solution by satisfying the \( C \)-property. To satisfy this, the discrete topography source term should balance the corresponding non-zero flux terms, so it must be linearized in the same way and evaluated in the same state (Roe-averaged state) as the flux. The
upwind discretization of the source term in (23) provides the following two terms (in-going contributions) that are added to the corresponding computational cell giving,

$$\Delta S_{bi} = S_{bi+1/2}^- + S_{bi-1/2}^+$$

where

$$S_{bi+1/2}^+ = \frac{1}{2} \left[ X(I + \Lambda^{-1}[A])X^{-1} \right]_{i+1/2} \bar{S}_{bi+1/2} \quad \text{and} \quad S_{bi+1/2}^- = \frac{1}{2} \left[ X(I - \Lambda^{-1}[A])X^{-1} \right]_{i+1/2} \bar{S}_{bi+1/2},$$

with

$$\bar{S}_{bi+1/2} = \left[ \begin{array}{c} 0 \\ -g \frac{H_i^L + H_i^R}{2} (b_i^R - b_i^L) \end{array} \right]_{i+1/2}.$$

From the above, the advective numerical flux terms should now equal the source term for a flow at rest in (23), i.e., \( \Delta F_{i}^{n} = \Delta S_{bi}^{n} \), which should give at each mesh cell: \( u = 0 \) and \( b_i^R - b_i^L = - \left( H_i^L - H_i^R \right) \). While this equilibrium holds for the first order scheme, i.e. \( U_i^L = U_i \) and \( U_i^R = U_{i+1} \), this is not the case for the fourth-order MUSCL-type discretization. As such, and following [24, 35] a correction term, \( S_{bi}^{*} \), should be included to the topography source discretization (righthand side of (27)) for maintaining the correct balance. This term reads as,

$$S_{bi}^{*}(U_{i+1/2}^L, U_{i-1/2}^R) = \left[ \begin{array}{c} 0 \\ -g \frac{H_{i-1/2}^L + H_{i+1/2}^R}{2} (b_{i+1/2}^L - b_{i+1/2}^R) \end{array} \right]$$

and can be considered as the topography source integral approximated over the mesh cell which vanishes for a first order scheme as \( b_{i-1/2}^R = b_{i+1/2}^L = b_i \), while for flow at rest we have in addition: \( b_{i+1/2}^L - b_{i-1/2}^R = - \left( H_{i+1/2}^L - H_{i-1/2}^R \right) \). Hence, in the present work, we have for the full topography source discretization applied

$$\Delta S_{bi} = S_{bi+1/2}^- + S_{bi-1/2}^+ + S_{bi}^{*}(U_{i+1/2}^L, U_{i-1/2}^R).$$

This corrected discretization for the topography enforces the well-balanced property in (23) for the steady solution in (17) when \( b(x) < D_h \forall x \in \Omega \), i.e. totally wetted computational domain.

### 3.1.1. Wet-dry front treatment and mass conservation

In wetting and drying zones, e.g. in the near-shore regions, water inundates or recedes and the difficulty in numerical modeling dry areas relates to the obvious fact that the models are only defined for wet regions. As such, and following [17], several issues have to be addressed to accurately model wet/dry transitions.

- **Dry cell identification.** Computational cells with water depth \( H \neq 0 \) but with \( H \ll 0 \) have to be identified and treated. To identify dry cells, a common treatment is to use a wet/dry tolerance \( \varepsilon_{wd} \). If \( H \) in a cell is computed lower to \( \varepsilon_{wd} \) this cell is considered dry, i.e \( H = 0, u = 0 \). The choice of \( \varepsilon_{wd} \) is not necessarily trivial and its value maybe related to the type of problem simulated and the mesh size [17].

- **Conservation of the flow at rest with dry regions.** A numerical scheme should correctly compute the flow at rest exact solution (16) and (17) regardless of including wet/dry transitions and as such satisfy the extended C-property [10]. If no modifications are made, the numerical schemes presented in the previous section is not well-balanced in this sense for adverse dry slopes (emerging topography). To deal with this problem we have to redefine the bed elevation at the emerging dry cell following [7, 8, 16, 35]. The reason for redefining the bed elevation is to obtain an exact balance at the front between the bed slope and the hydrostatic terms.
for steady conditions and to avoid the appearance of spurious pressure forces. Considering the case where a wet/dry front exists between computational cells with reconstructed face values $L$ and $R$. This redefinition (reduction) of the bed elevation is formulated as:

$$
\Delta b = \begin{cases} 
H^L, & \text{if } H^L > \epsilon_{wd} \text{ and } H^R \leq \epsilon_{wd} \text{ and } b^R < (b^R - b^L), \\
(b^L - b^R), & \text{otherwise.}
\end{cases}
$$

(31)

in the calculation of $\tilde{S}_b$ in equations (29). In case that this treatment is not applied the water would climb over adverse bed slopes and the front will be wrongly diffused [7, 10, 16, 35]. We note here that, the above redefinition of the bed elevation is not an actual reduction of the bed elevation value but is only applied in the calculation of $\tilde{S}_b$ in (29). The numerical treatment is similar if $R$ is the wet side and $L$ is identified as dry.

**Flow in motion over adverse slopes.** With the above redefinition of the discretized topography one can treat situations of emerging topography for a flow at rest. However, further modifications have to be made for a flow in motion. At interfaces between a wet/dry front, we impose, additional to the above bed redefinition, the following temporary condition for the computation in (23), following [10, 16, 35],

$$
\text{if } [H^L > \epsilon_{wd} \text{ and } H^R \leq \epsilon_{wd} \text{ and } H^L < (b^R - b^L)] \text{ then } u^L = u^R = 0.
$$

(32)

We note that, the actual velocity is not set to zero in the wet cell, but only assumed as such at the face when computing the numerical flux and topography source term contributions. As such, the solution at each wet/dry face is considered to be that corresponding to an emerging bottom situation for a water at rest and then, to compute the time evolved solution, the numerical fluxes and sources corresponding to this approximate situation at the face are used. In this way, the wet/dry front is only allowed to advance when the water gradient in the wet cell is larger than the bottom gradient between cells. In addition, this numerical treatment avoids the appearance of negative values for $H$ as well as un-physical overtopping [10, 11, 16].

**Depth positivity and mass conservation.** In cases where the bed elevation of a dry cell is less to that of a wet cell (downhill slope) the flow will continue to flood the dry cell and there is no need to modify the bed slope. However, when the bed slope is steep, there is a possibility that more water, than is actually contained in the wet cell, could be computed as flowing into the dry cell, causing the water depth in the wet cell to become negative and the scheme to become unstable. In the present work and following [7] and [17], if this is the case, the cells with negative depth after one time step are identified and their water depth values and velocity components are set to zero. This adds a very small volume of water to the system. Then, the same volume of water is subtracted from all the wet cells (in the entire computational domain) in order to maintain mass conservation. This volume of subtracted mass is very small and as it is uniformly distributed to all the wet cells in the entire computational domain, an even smaller fraction of that mass volume is actually subtracted from each wet cell. Consequently, the possibility of numerically drying a wet cell during that procedure is almost non existent. The same procedure is adopted for those cells that have been identified as almost dry (by $\epsilon_{wd}$), and their water depth was set to zero. Mass conservation has been monitored for the test cases considered in this work and the wet-dry treatment presented here is found to ensure absolute mass conservation.

We emphasize here that, while the above treatment steps have been proven successful for the NSWE, it is the first time that have been incorporated to the numerical solution of dispersive models.
Applying (36) and (34) in equation (14) we get the discrete dispersion term:

\[ (\psi_c) = \frac{1}{\Delta x} \int_C \psi_c = \frac{1}{\Delta x} \left\{ \left( \frac{z_{i+1/2}^2}{2} - \frac{d_{i+1/2}^2}{6} \right) d_{i+1/2}(u_{i+1/2})_{xx} + \left( \frac{z_{i+1/2}^2}{2} + \frac{d_{i+1/2}^2}{6} \right) d_{i+1/2}(d_{i+1/2}u_{i+1/2})_{xx} \right\} - \left\{ \left( \frac{z_{i-1/2}^2}{2} - \frac{d_{i-1/2}^2}{6} \right) d_{i-1/2}(u_{i-1/2})_{xx} + \left( \frac{z_{i-1/2}^2}{2} + \frac{d_{i-1/2}^2}{6} \right) d_{i-1/2}(d_{i-1/2}u_{i-1/2})_{xx} \right\} \right\} \]. (33)

Then, by substituting cell averaged values into the Taylor series we can express a cell averaged value with values defined at cell interfaces [26, 28] and through manipulation of Taylor series expansions we can derive the following discretizations, used in (33),

\[ \phi_{i+1/2} = \frac{7(\phi_{i+1} + \phi_i) - (\phi_{i+2} - \phi_{i-1})}{12} + O(\Delta x^4), \quad (\phi_{i+1/2})_{xx} = \frac{(\phi_{i+2} + \phi_{i-1}) - (\phi_{i+1} - \phi_i)}{2\Delta x^2} + O(\Delta x^2). \]

For the momentum dispersion term \( \psi_M \) in (9) we discretize the second order derivative using

\[ (u_i)_{xx} = \frac{u_{i-1} - 2u_i + u_{i+1}}{\Delta x^2} + O(\Delta x^2), \quad (\psi_M) = (H_i)z_{ai} \left( \frac{z_{ai}}{2} \frac{u_{i-1} - 2u_i + u_{i+1}}{\Delta x^2} + \frac{d_{i-1}u_{i-1} - 2d_iu_i + d_{i+1}u_{i+1}}{\Delta x^2} \right). \] (35)

with term \((H_i)\) explicitly obtained from the mass equation in terms of spatial derivatives only.

For the MS equations we discretize the term \( \psi \), (14), of the momentum equation, using

\[ (\psi_i) = \frac{\phi_{i-2} - 8\phi_{i-1} + 8\phi_{i+1} - \phi_{i+2}}{12\Delta x} + O(\Delta x^4), \quad (\phi_i)_{xxx} = \frac{\phi_{i+2} - 2\phi_{i+1} + 2\phi_{i-1} - \phi_{i-2}}{2\Delta x^3} + O(\Delta x^3). \] (36)

Applying (36) and (34) in equation (14) we get the discrete dispersion term:

\[ \psi_i = -\frac{Bgd_i^2}{\Delta x^3} \left[ \eta_{i+2} - 2\eta_{i+1} + 2\eta_{i-1} - \eta_{i-2} \right] - \frac{Bgd_i^2}{6\Delta x^3} \left[ (d_{i-2} - 8d_{i-1} + 8d_{i+1} - d_{i+2}) (\eta_{i-1} - 2\eta_i + \eta_{i+1}) \right]. \] (37)

### 3.3. Time integration

Applying the fourth-order predictor-corrector method proposed in [49], time integration is achieved in two stages as follows,

1. **Predictor stage (Adams-Basforth method)**
\[ U_i^{n+1} = U_i^n + \frac{\Delta t}{12\Delta x} \left[ 23 \left( -\Delta F_t^p + \Delta S_h^p + \Delta x S_{di}^p + \Delta x S_{di}^p \right) - 16 \left( -\Delta F_i^{n+1} + \Delta S_h^{n+1} + \Delta x S_{di}^{n+1} + \Delta x S_{di}^{n+1} \right) \right. \\
\left. + 5 \left( -\Delta F_i^{n-2} + \Delta S_h^{n-2} + \Delta x S_{di}^{n-2} + \Delta x S_{di}^{n-2} \right) \right] \] (38)

2. Corrector stage (Adams-Moulton method)

\[ U_i^{n+1} = U_i^n + \frac{\Delta t}{24\Delta x} \left[ 9 \left( -\Delta F_t^p + \Delta S_h^p + \Delta x S_{di}^p + \Delta x S_{di}^p \right) + 19 \left( -\Delta F_i^{n+1} + \Delta S_h^{n+1} + \Delta x S_{di}^{n+1} + \Delta x S_{di}^{n+1} \right) \right. \\
\left. - 5 \left( -\Delta F_i^{n-2} + \Delta S_h^{n-2} + \Delta x S_{di}^{n-2} + \Delta x S_{di}^{n-2} \right) \right] \] (39)

where \( \Delta F_i \) and \( \Delta S_{bh} \) are respectively the flux and bed source variations from (24), \( S_{di} \) is the discretization of the dispersion terms while \( S_{hi} \) is the friction term from (15).

In the predictor as well as in the corrector step we obtain values for \( H_i \) and \( P_i^* \) in (8) for Nwogu’s model and values for \( H_i \) and \( \tilde{P}_i^\star \) in (13) for the MS model, from which the velocity value \( u_i \) should be evaluated. For Nwogu’s formulation, using (34) to discretize the spatial derivatives in (8) and after some factorization, the velocity value \( u \) is obtained by solving the following tridiagonal linear system of equations:

\[ \alpha_i u_{i-1} + \beta_i u_i + \gamma_i u_{i+1} = P_i^*, \quad i = 1, \ldots, n \] (40)

where

\[ \alpha_i = H_i \frac{z_{ai}}{2 \Delta x^2} + \frac{d_{i-1}}{\Delta x^2}, \quad \beta_i = H_i \left( 1 - \frac{z_{ai}}{\Delta x^2} - \frac{2z_{ai}d_i}{\Delta x^2} \right) \quad \text{and} \quad \gamma_i = H_i \frac{z_{ai}}{2 \Delta x^2} + \frac{d_{i+1}}{\Delta x^2}. \] (41)

An efficient Thomas algorithm was used to solve the system for obtaining the velocity \( u_i^p \) in the predictor step and \( u_i^{n+1} \) in the corrector one, from the respective variables \( P_i^* \).

The velocity function \( \tilde{P}_i^\star \) in (13) for the MS equations requires the approximation of first and second order derivatives. Using approximations from (34) for \( (H_i u_i)_x \), from (36) for \( (d_i)_x \), and the central difference \( (H_i u_i)_x = (H_{i+1} u_{i+1} - H_{i-1} u_{i-1})/2 \Delta x \), equation (13) results again in a tridiagonal system in the form of (40) with coefficients, see also [21, 40, 45],

\[ \tilde{\alpha}_i = \left[ -k_1 + \frac{k_2}{72} \right], \quad \tilde{\beta}_i = 1 + 2k_1, \quad \tilde{\gamma}_i = - \left[ k_1 + \frac{k_2}{72} \right], \]

in which

\[ k_1 = \left( B + \frac{1}{3} \right) \frac{d_i^2}{\Delta x^2} \quad \text{and} \quad k_2 = \frac{d_i}{\Delta x^2} \left( d_{i-2} - 8d_{i-1} + 8d_{i+1} - d_{i+2} \right). \]

As suggested in [49] the corrector step is iterated until the relative error between two successive results reaches a prescribed tolerance. This error is computed for each of the variables \( H \) and \( u \) and is defined as

\[ e = \frac{\sum_i \left| u_i^{n+1} - \bar{u}_i^{n+1} \right|}{\sum_i u_i^{n+1}} \]
where \( v \) denotes any of the variables and \( \tilde{v} \) denotes the previous estimate. In this work the values computed in the corrector step are considered to be the final next time step \((n + 1)\) values when \( e < 10^{-4} \).

The value of the time step, \( \Delta t \), that is used in the time integration in (38) and (39) is dependent upon the CFL condition, that is

\[
\Delta t = C_r \min_i \left( \frac{\Delta x}{|u_i| + \sqrt{gH_i}} \right)
\]

where \( C_r \) is the Courant number between zero and one.

### 3.4. Boundary conditions

To completely define the differential problems, boundary conditions need to be introduced. Two types of boundary conditions have been considered in this study: outflow and solid (reflective) wall. In a computational domain the reconstructed values, for the fourth-order MUSCL scheme, on the first and last cell are computed using neighboring ghost cells. More precisely, at each boundary three ghost nodes are needed, the values of which are determined by application of boundary conditions.

For an outflow boundary condition the values of \( H \) and \( u \) at the ghost cells are computed from the interior by taking odd and even extrapolation [29, 40]. In addition, all energy propagating towards the boundary should pass through so that no unphysical waves are reflected back into the solution domain due to dispersive effects. In order to dissipate the energy of reflective waves perfectly, a sponge layer, [45], is defined in front of this kind of boundaries where the velocity is gradually damped near the boundaries. If the dispersive terms are ignored in the models, i.e. when solving the NSWE, there is usually no need to activate the sponge layer and classical numerical boundary conditions for the NSWE can be easily applied. Solid walls are treated using an odd and even extrapolation for \( H \) while for the velocity \( u_g \) at a ghost cells is set as \( u_g = -u_g \) from the interior. These conditions reflect incident waves on the boundaries conservatively.

### 4. Wave breaking treatment

As a wave's amplitude increases and reaches a critical level the wave crest steepens, the front of the wave becomes vertical and then the crest of the wave overturns. It should be noted that, wave breaking is a complex phenomenon, with substantial air entrainment, turbulence and energy dissipation. At this point models of the Boussinesq-type are unable to describe the physical procedure since the FD discretization of the dispersive terms causes the generation of spurious oscillations if steep gradients are presented. Thus, a wave breaking mechanism has to be considered.

To ensure the stability of the simulations without resorting to any artificial filtering, smoothing to the solution or adding extra dissipative terms, a simple breaking mechanism, proposed in [45] and [46] for the MS equations, was applied and tested here also for Nwogu’s model. The idea behind the proposed approach in [45] is that Boussinesq equations degenerate into NSWE as dispersive terms become negligible compared to nonlinear terms. When waves move towards a beach the water depth decreases, the dispersive effects becomes small and \( \epsilon = A/d \) which represents the nonlinearity, grows. Using the idea that the transitions between non-breaking and breaking waves are similar to those between undular bores (which can be model by means of Boussinesq-type equations) and fully developed jumps (which can be modeled by the NSWE) and that the limiting condition for the appearance of an undular bore corresponds to a Froude number of 1.6, the value of \( \epsilon \) was calculated to be the criterion to switch from Boussinesq equations to NSWE. Consequently, in each computational cell we check \( \epsilon \), if \( \epsilon \leq 0.8 \) Boussinesq equations are solved, otherwise the dispersive terms are switched off and the NSWE are solved. Actually, this value is very close to that of the highest stable solitary wave which is for \( A/d = 0.78 \) [51] and provides a similar breaking criterion to the one in [2]
where a similar hybrid Boussinesq/NSWE model for the MS equations was presented. Thus, the model intrinsically captures the location and evolution of the breaking event. This is a one parameter approach which is not subject to calibration and avoids the necessity of introducing complex algorithms to track breaking wave fronts hence its complexity is limited compared to other breaking models e.g. eddy viscosity ones. Given its simplicity, the proposed model does not aim at describing the details of wave breaking dynamics at a local scale but at efficiently and accurately simulating its global effects as well as, providing stable and robust results. We note here that, application and comparison of other breaking models, especially those using the popular eddy viscosity approach, see for example [25, 26, 39, 51], although not in the scope of this work, may be beneficial for the current models and will be presented elsewhere.

5. Numerical tests and results

5.1. The Carrier and Greenspan (1958) solutions

We first check the validity of the proposed well-balanced discretization and wet/dry front treatment by focusing on moving shoreline problems for waves running up and down uniform sloping beaches. These problems have analytical solutions which were derived by Carrier and Greenspan [9] by making use of the NSWE. These classical tests have been used frequently for assessing the quality of various shoreline boundary condition techniques used in the NSWE, see for example [4, 6, 23, 34]. Thus, for consistency the dispersive ($\mu^2$) terms are usually ignored in the numerical simulations of these problems, see for example [13, 31, 46], or considered to be very small [22]. In the current presentation, and only for these test cases, we chose to ignore the dispersive terms. Details on initial and boundary conditions, as well as the analytical solutions, can be found in the original work of Carrier and Greenspan [9] and in [6, 34].

Non-dimensional variables are defined to compare with the analytical solutions as follows

$$
\begin{align*}
x'^* &= x/l, \\
\eta'^* &= \eta/(\alpha l), \\
u'^* &= u/\sqrt{ga}l, \\
t'^* &= t/\sqrt{l/(\alpha g)}
\end{align*}
$$

where $l$ is the characteristic length scale and $\alpha$ the beach slope.

The Carrier and Greenspan periodic wave solution. For the first case a monochromatic wave is let runup and rundown on a plane beach with $\alpha = 1/30$. The solution represents the motion of a periodic wave of a dimensionless amplitude $A'^* = 0.6$ and frequency $\omega'^* = 1$ traveling shoreward and being reflected out to sea generating a standing wave on the beach with $A'/4$ maximum vertical excursion of the shoreline. The characteristic length scale $l = 20m$. The computational parameters used where $\Delta x = 0.00625m$, $C_r = 0.45$ and $e_{wd} = 5 \cdot 10^{-6}m$. The small value of $\Delta x$ has been chosen as to provide a high resolution at the shoreline, see for example [46]. Fig. 1 presents comparisons between the numerical free surface and the analytical one, at different times $t' \in [2T, 2T' + T'/2]$ where $T'$ is the dimensionless period of the oscillations. The qualitative agreement is very good even after a few periods.

The numerical shoreline position $x_s$ was measured as the position of the last wet cell (i.e. where $H \geq e_{wd}$) along the beach. Theoretically, the shoreline boundary is defined by the relations

$$
H(x_s, t) = 0 \quad \text{and} \quad u_s \equiv u(x_s, t) = \frac{dx_s}{dt}.
$$

Inevitably, the numerical solution produced by the conservative FV scheme is an approximation to the above relations since the zero depth condition is never met [3]. Fig. 2 compares the computed and analytical time series of the shoreline position and velocity. Very good accuracy is shown for the vertical sinusoidal motion of the shoreline while for the non-sinusoidal variation of the shoreline velocity small discrepancies are
presented when the velocity is close to zero. The velocity results compare well with others in the literature, see for example [22, 46]. It should be pointed here that the shoreline velocity computation is a difficult task and as such is not correctly captured by some runup models thus, in the literature only variations of the shoreline position are usually presented.

\[ t^* \in [T^*, 2T^* + T^*/2] \]

**Figure 2:** The Carrier and Greenspan periodic wave solution: comparison between analytical and numerical results for the shoreline position (left) and shoreline velocity (right) for \( t^* \in [T^*, 2T^*] \)

**The Carrier and Greenspan transient solution.** In this case the initial water surface elevation is assumed to be depressed near the shoreline, the fluid is held motionless and then released at \( t^* = 0 \). For this case \( \alpha = 1/50 \) and \( l = 20 m \). In [9] a small parameter \( e \) was used to characterize the surface elevation profile. For \( e < 0.23 \) non-breaking waves are produced and the results presented here are for \( e = 0.1 \). In the wave’s
evolution, the shoreline rises above the still water level of value $e$ and then the water surface elevation asymptotically settles back to it. As such, this test is particularly valuable in testing the ability of the model to compute nearly steady states. The computational parameters are the same as in the previous case.

Fig. 3 presents the comparisons between the numerical free surface and the analytical one, scaled with parameter $e$, at different times $t^*$. The numerical model provides qualitative excellent agreement with the analytic solution. The solution asymptotically reaches an almost steady state which is accurately predicted by the model verifying the extended C-property.

![Figure 3](image)

Figure 3: The Carrier and Greenspan transient solution: comparison between analytical (solid line) and numerical (red dashed line) results for the free surface elevation at different times $t^*$.

In Fig. 4 the computed and analytical time series of the shoreline position and velocity are presented. It can be observed that the shoreline position asymptotically settles to $e$ and the numerical model remains stable and with good accuracy for this slow convergence. On the other hand, the error on the shoreline velocity slightly increases when the velocity reaches very small values at rundown and exhibits a slightly oscillatory behavior. However, this error remains controlled and diminishing since the numerical solution fully recovers in a short time. This is an expected behavior since the method uses the threshold parameter $\varepsilon_{\text{w.d}}$ to define the last wet cell. Hence, the introduced error is mainly artificial since the velocity is calculated from the conserved variables as $u_{n+1}^{e+1} = (Hu)_{n+1}^{e+1}/H_{n+1}^{e+1}$, with $(Hu)_{n+1}^{e+1}$ being a few orders of magnitude less that $H_{n+1}^{e+1}$ and practically almost zero. Nevertheless, small spurious errors in the velocity or depth at wet/dry fronts which are below a certain level, e.g. $10^{-4}$, are not a concern in practical simulations as long as the solution remains stable for long time. Here, the numerical solution reaches stably the expected steady state.

5.2. Solitary wave propagation

This is one of the most standard tests of the stability and conservative properties of numerical schemes based on Boussinesq-type dispersive equations. A solitary wave maintains its shape, speed and amplitude as it travels down a flat ($b = 0$) frictionless channel due to an exact balance between the nonlinear terms that steepen the wave and the dispersion terms that flatten the wave. A numerical model must handle this balance. A combination of numerical errors from poorly balanced schemes and truncation of numerical approximations can lead to serious reductions in the wave height and celerity.
A solitary wave of amplitude $A/d = 0.1$ is considered for both formulations. The numerical wave channel is 500m long with $d = 0.45m$. The initial wave surface elevation $\eta$ and velocity of $u$ can be found in [49] for Nwogu’s equations and in [45] for the MS equations. The initial position of the solitary wave is at $x = 0m$. We note here that, the given initial conditions (and analytical solutions) are only asymptotically equivalent to the solutions of the models being solved numerically, so the wave being input in the numerical models does not correspond exactly to solitary waveforms predicted by the models. As a result, the initial waves undergo an evolution at the beginning of the computation to adjust the free surface to a steady profile [45, 49]. Fig. 5 shows the surface profile for the first wave for Nwogu’s and MS conservative formulations respectively at times $t = 0, 50, 100, 150, 200s$ using $\Delta x = 0.1m$ and $C_r = 0.4$. Nwogu’s equations in conservation form produces a slightly higher wave that propagates with a constant shape and amplitude. In the MS formulation a train of small waves is formed which is soon left behind. Such transformation is attributed to the low-order approximation of the velocity, given to the model as initial condition. After some time the wave’s shape is stabilized and reaches the numerical permanent form solitary wave solution, which propagates constantly. In Fig. 6 the solitary wave forms are compared to the analytical solution at two widely separated instances in time. The two waves are translated by a distance predicted through an analytical phase speed $C$ where it can
be seen that the numerical wave shapes and speeds are in very close agreement with the analytical solutions.

Figure 6: The solitary wave’s \((A/d = 0.1)\) shape at \(t = 50s\) and \(t = 150s\) for Nwogu’s (left) and MS (right) formulations.

5.3. Head on collision of two solitary waves

The counter-propagation of two symmetric solitary waves in a flat frictionless channel is tested here. Their collision presents additional challenges to the models by the sudden change of nonlinear and dispersion characteristics. This head-on collision is characterized by the change of shape, along with a small phase-shift of the waves as a consequence of the nonlinearity and dispersion. In a 300m long channel with \(d = 1m\) two solitary waves with an equal initial height of \(A/d = 0.3\) are placed in positions \(x = 35m\) and \(x = 265m\) and start to propagate in the opposite directions. This higher values of \(A/d\) corresponds to stronger nonlinearity in the incident waves, when compared to the previous test case, since both models which are based on equations derived under the assumption that terms of \(O(\epsilon^2, \epsilon \mu^2, \mu^4)\) can be neglected. The initial wave surface elevation and velocity can be found in [49] and [45], similar to the previous test case. The computational parameters used were \(\Delta x = 0.1m\) and \(C_r = 0.4\).

Fig. 7 shows the surface profiles at times \(t \sqrt{g/d} = 0, 101.2\) and 200. Similar to the previous test case and due to the incompatibility between the analytical and numerical solutions, the numerical waves initially undergo an evolution and two slightly higher solitary waves are formed which then propagate with a constant amplitude (\(A/d = 0.3135\) for Nwogu’s equations and \(A/d = 0.295\) for the MS ones) until collision, along with small dispersive tails which are left behind. At \(t \sqrt{g/d} = 101.2\) the wave gets its highest pick, \(A/d = 0.66\) for Nwogu’s formulation and \(A/d = 0.61\) for the MS formulation. At \(t \sqrt{g/d} = 200\) the numerical wave profiles are very close to the initial solitary waveform. After the collision we observe that the numerical solution has a small phase shift compared to the analytic one. The dispersive tails are more intense for the MS model due to the discrepancy between the analytical solution given as input to the model and the solitary wave solution of the numerical model. We remark here that, nonlinear effects for both Nwogu’s and the MS model can be reasonably accounted for up to \(A/d \approx 0.3\).

5.4. Solitary wave runup on a plane beach

In [42] the runup, rundown and wave breaking of solitary waves with various nonlinearities, \(\epsilon = A/d\), on a plane beach of slope 1:19.85 was studied both experimentally and theoretically. In this section we perform comparisons of numerical solutions for the two Boussinesq models and the NSWE (solved by the same numerical method) and experimental data from [42]. Two different cases are considered here. For the first case the incident wave height is \(A/d = 0.04\) and for the second one \(A/d = 0.28\). According to [42] wave breaking occurred during rundown when \(A/d > 0.044\) and hence breaking did not occur for the first case (although it nearly broke on the rundown). The \(A/d = 0.28\) wave broke strongly during both the runup
Figure 7: Surface profiles of solitary waves at times $t \sqrt{g/d} = 0, 101.2, 200$ (from top to bottom) with $A/d = 0.3$ propagating in opposite directions in a channel of constant depth.

and the rundown. We consider a computational domain for $x \in [-20, 100m]$ with $d = 1m$ with the initial solitary waves positioned at half the wave length from the beach toe. To obtain the correct initial conditions for the Boussinesq models, permanent-form solitary wave solutions of the desired height had to be found. Thus, similar to the tests in Sections 5.1 and 5.2, the initial condition form [49] for Nwogu’s equations and the one from [45] for the MS were used to obtain these permanent forms. The maximum runup height, $R$, was measured again as the maximum height of the last wet cell (i.e. where $H \geq \varepsilon_{wd}$). The computational parameters used were $\Delta x = 0.1m$, $C_r = 0.3$, $\varepsilon_{wd} = 5 \cdot 10^{-6}$ and $n_m = 0.01$.

Fig. 8 presents the series of the surface profiles, along with experimental data, when $A/d = 0.04$ for different non-dimensional times. Until time $t \sqrt{g/H} = 32$ the wave approaches the shoreline and we observe that the NSWE slight over-predict the solution while the numerical results of Nwogu’s and MS give identical results for this non-breaking case. Observe that, due to the well-balanced wet/dry treatment applied in the shoreline no unphysical overtopping or movement appears in the solution. In time $t \sqrt{g/d} = 32$ the runup process starts and after that the solutions of the three models are almost identical converging to the
same solution. The experimental observation that the wave nearly broke during rundown can be seen at \( t \sqrt{g/d} = 62 \) where all numerical solutions look similar to that of a hydraulic jump. The measured maximum runup in [42] for this problem was \( R \approx 0.156 \) while for all computational models here was almost identical with a value \( R \approx 0.161 \).

![Figure 8: Free surface elevation of solitary wave runup on a plane beach for \( A/d = 0.04 \)](image)

![Figure 9: Surface profile when \( A/d = 0.28 \)](image)

Fig. 9 presents the series of the surface profile when \( A/d = 0.28 \). The breaking procedure starts around \( t \sqrt{g/H} = 15 \) and the experimental wave breaks around \( t \sqrt{g/H} = 20 \). As the wave shoals, it is clear that at the initial stages the NSWE under-predict the wave height and phase. The breaking is represented as a bore storing the water spilled from the breaking wave behind the front. The Boussinesq models, with the inclusion of the breaking treatment, approximate better the initial stages. The Boussinesq models reduce to NSWE during the breaking event, which approximate the turbulent breaking wave by a flow discontinuity.
hence, the computed front face becomes steeper. The actual wave is not discontinuous but contains air bubbles and turbulence. The slight mismatch between the experimental data and the numerical results are within acceptable limits, since the numerical formulations are not able to fully resolve the inherent flow processes to their full scale. Because of volume conservation in all models, the computed solution fully recovers until the water reaches the maximum run-up point around \( t \sqrt{g/H} = 45 \). Since there is no single experimental value reported for \( R \) in [42] a theoretical interval was provided, i.e. \( R \in [0.42, 0.53] \). The predicted value was \( R \approx 0.51 \) for the Boussinesq models and \( R \approx 0.53 \) for the NSWE. We note that, this value is strongly dependent on the friction value, \([2, 31, 46]\), for this test case, but also on the \( \epsilon_{wd} \) value. In our tests for values of \( \epsilon_{wd} \leq 5 \cdot 10^{-6} \) the results didn’t change, also for calculations with half and twice the current grid size. As the water recedes a breaking wave is created at \( t \sqrt{g/H} = 55 \) near the still water level. In all numerical solutions this is approximated as a hydraulic jump with minor discrepancies with the laboratory data. Again, the computed results fully recover at later times.

5.5. Solitary wave propagation over a reef

The final experimental test case, initially presented in [39], is on solitary wave transformations over an idealized fringing reef that includes a fore reef slope and examines the capability of each model in handling simultaneously nonlinear dispersive waves together with wave breaking and bore propagation. The experiments were carried out at the O.H. Hinsdale Wave Research Laboratory at Oregon State University from 2007-2009. In a computational domain for \( x \) experiments were carried out at the O.H. Hinsdale Wave Research Laboratory at Oregon State University from 2007-2009. In a computational domain for \( x \) the O.H. Hinsdale Wave Research Laboratory at Oregon State University.

The reef crest is then exposed by 6cm and submerges the flat with \( d = 14cm \). This test case involves a 0.75m high solitary wave i.e. \( A/d = 0.3 \). The computational parameters used were \( \Delta x = 0.1m \), \( C_r = 0.3 \) and \( \epsilon_{wd} = 5 \cdot 10^{-6} \). Wall boundary conditions were placed at both ends of the computational domain. As suggested in [39], \( n_m = 0.012 \) was used to define the roughness of the concrete surface in this challenging experiment. Experimental results for the free surface waves were recorded at 14 resistance wave gauges. We refer to [39] for the experimental set up and gauge locations.

Figs 10 and 11 compare the measured and computed wave profiles as the numerical solitary wave propagates. As the initially symmetric solitary wave shoals across the toe of the slope at \( x = 25.9m \), it begins to skew to the front with the NSWE forming a vertically-faced propagating bore. Experimentally the wave began to break around \( t = 33.8s \) developing a plunging breaker on the top of the reef crest that collapsed around \( t = 35s \). All models are mimicking the breaker as a collapsing bore that slightly underestimates the wave height but conserves the total mass. By time \( t = 35.5s \) the broken wave begins to travel down the back slope of the reef crest generating a supercritical flow that displaces the initially stagnant water, generating a hydraulic jump off the back reef and a downstream propagating bore fueled by the supercritical flow mass and momentum transfer. Around \( t = 45s \) the momentum flux balances at the flow discontinuity and the hydraulic jump becomes stationary momentarily while the bore continues to propagate downstream. At subsequent time, the end wall reflects a bore back that by time \( t = 53.5s \) has overtoped the reef crest generating a hydraulic jump on the fore reef and a reflected bore at the back of the reef that travels again downstream. At this point, and as the water rushes down the fore reef, the flow transitions from flux to dispersion-dominated through the hydraulic jump. The created hydraulic jump at the fore reef propagates as a shock for the NSWE offshore due to the hyperbolic character of the equations, as can be seen in Figure 10 at times \( t = 53.5s \) and \( t = 60.5s \). On the other hand, the Boussinesq systems developed Airy type waves according to their dispersive characteristics for the intermediate depth offshore. By time \( t = 76.5s \) waves have been reflected by both ends of the computational domain. Overall the computed results for the Boussinesq systems reproduce more accurately the wave transformations especially at later times and for the flow offshore from the
Figure 9: Free surface elevation of solitary wave runup on a plane beach for $A/d = 0.28$.

fore reef. The use of the breaking treatment is critical as the wave moves to the initially stagnant lagoon in order to capture the hydraulic jumps and reflected bores but then the results coincide for all models to this shallow region since the dispersive terms become almost zero and the Boussinesq models turn into the NSWE model as the breaking criterion is activated. It is important to note here that, the recognition and calculation of stationary and nearly stationary jumps on the flow profile, like the one that often forms during the draw down on a beach or the one formed from $t = 35.5 s$ to $t = 45 s$ constitutes a particularly challenging problem for Boussinesq-type models [39].
Figure 10: Evolution of normalized surface profiles and wave transformations over an exposed reef for $A/d = 0.3$ and 1/12 slope.
Fig. 12 compares the computed and recorded surface elevation time series at specific wave gauges. The recorded data from the wave gauges at $x \leq 50.4m$ shows the effect of the Airy type waves on the free surface. The hydraulic jump developed at the fore reef produced a train of waves over the increasing water depth and the resulting undulations were intensified as higher harmonics were released. As a matter of fact, wave gauges near the toe of the slope recorded highly dispersive waves of $kd > 30$ [39]. The NSWE model totally smooths the results with an additional phase shift. Nwogu’s model expressed in conservative form managed to reproduce these highly dispersive waves with the correct phase and height strengths for this difficult problem and seems to compare in favor with the results presented in [39], although in Fig. 10 appears to give slower results, compared to the experimental data, at some time instances. For the MS model although it reproduced these high frequency oscillations for $x \leq 50.4m$ a phase shift was observed resembling that of the NSWE model. The time series at $x = 58.1m$ present the initial and subsequently overtoppings at the reef crest and confirm the efficiency of the proposed wet/dry front treatment. The numerical models reproduced these overtoppings at the correct phase but slightly overestimated the height of the arrival waves. At the gauges located at $x = 65.2m$ and $72.6m$ the arrival of the initial wave, the first reflected bore from the end wall, its subsequent reflection from the back reef as well as any subsequent reflections are almost correctly reproduced by the numerical models, verifying also the correct numerical boundary treatment, with Nwogu’s model in conservative form being more accurate at later times.
Figure 12: Time series of the normalized free surface at the wave gauges
6. Conclusions

An alternative hybrid FV/FD numerical approach for the solution of the 1D extended Boussinesq-type equations of Nwogu and Madsen and Sørensen (MS) was presented. Both models were formulated in conservation law form incorporating the time-derivative component of the dispersion term into the vector of conserved variables and have an identical flux term as the nonlinear shallow water equations (NSWE). The application of a fourth-order conservative Godunov-type FV method for the evaluation of advective fluxes makes the proposed scheme shock-capturing. A specific and improved numerical treatment of natural topographies and the conservative computation of wet/dry fronts was also presented resulting in a well-balanced scheme. As such, the treatment of the shoreline motion was extremely efficient, as the propagation of wet/dry interfaces was naturally represented resulting in accurate results for wave runup and rundown. For modeling breaking waves a previously introduced breaking criterion for the MS model was adopted and tested here for Nwogu’s model as well. Utilizing this criterion results in a hybrid Boussinesq/NSWE modeling of breaking waves. The conservative formulation and proposed numerical scheme enhanced the capability and applicability of the Boussinesq models without altering significantly their dispersion characteristics. Special attention was paid to comparing both Boussinesq model to the NSWE for reproducing challenging experimental results. Results from this work confirm that, although the NSWE can be sufficient in some cases to predict maximum runup values and the general characteristics of propagating waves, the two Boussinesq-type numerical models provided considerable more accurate results for highly dispersive waves over increasing water depths, with Nwogu’s model having a precedence over the MS one.
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