Hybrid boundary stabilization of linear first-order hyperbolic PDEs despite almost quantized measurements and control input
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ABSTRACT
We develop a hybrid boundary feedback law for a class of scalar, linear, first-order hyperbolic PDEs, for which the state measurements or the control input are subject to quantization. The quantizers considered are Lipschitz functions, which can approximate arbitrarily closely typical piecewise constant, taking finitely many values, quantizers. The control design procedure relies on the combination of two ingredients—A nominal backstepping controller, for stabilization of the PDE system in the absence of quantization, and a switching strategy, which updates the parameters of the quantizer, for compensation of the quantization effect. Global asymptotic stability of the closed-loop system is established through utilization of Lyapunov-like arguments and derivation of solutions’ estimates, providing explicit estimates for the supremum norm of the PDE state, capitalizing on the relation of the resulting, nonlinear PDE system (in closed loop) to a certain, integral delay equation. A numerical example is also provided to illustrate, in simulation, the effectiveness of the developed design.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Although for boundary controlled, linear, first-order hyperbolic PDE systems delay, see, for example, [1–5]; sampling, see, for instance, [6–9]; and saturation, see, e.g., [10], effects are addressed in existing control designs, and despite the results [15,16], in which practical stabilization is achieved (as the considered quantizers are static and the control design approaches do not, explicitly, aim at treating state measurements errors due to quantization), the problem of compensation of quantization in measurements and control input, achieving global asymptotic stabilization, has not been, heretofore, investigated. Besides its theoretical significance, the actual motivation behind studying this problem is attributed to the aim of addressing yet another important practical issue embedded in actual, feedback control loops involving PDE systems. In this paper we launch an effort in this direction considering a specific class of boundary controlled, scalar, first-order hyperbolic PDEs. We aim at providing a first step toward systematic treatment of quantization effects in other (potentially, more general) classes of PDE systems, while keeping the technical burden at a level that does not obscure the key design and analysis ideas of the developed approach.

We construct a hybrid feedback law, which is based on combination of two elements—A nominal backstepping control design [17], which achieves stabilization of the PDE system in the absence of quantization, and a switching update law for the tunable parameter of the quantizer [18], which achieves compensation of the quantization effect. The PDE state in the backstepping controller is replaced by its quantized form, while the so-called “zoom” variable of the dynamic quantizer is updated at discrete time instants. In particular, the switching strategy consists of two phases. During the “zooming out” stage, the adjustable parameter of the quantizer is increasing, in a piecewise constant manner, until a certain event is detected, using only quantized measurements of the PDE state, from that time instant on is decreasing, in a piecewise constant fashion, in which switches occur at a priori specified, equidistant time instants, which depend on the plant parameters, through the backstepping kernels, as well as the fixed parameters of the quantizer.

Global asymptotic stability of the closed-loop system, in the supremum norm of the PDE state, is established, capitalizing on the relation of first-order hyperbolic PDEs to integral delay equations [19]. Within the presented framework, in which we treat quantizers in correspondence to the case of finite-dimensional systems, the choice of the supremum norm is necessary. The reason is that, in both the control design and stability analysis performed, it is crucial to relate the magnitude of the PDE state to the magnitude of its quantized version and vice versa. This is enabled (without involving higher, spatial derivatives of the PDE state)
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considering the supremum norm of the PDE state. The stability analysis is performed dividing the time horizon into two different intervals. Within the first, constructing a proper estimate on open-loop solutions, it is shown that their exists a time instant (the upper bound of which depends on the plant/quantizer parameters and size of initial conditions) at which the magnitude of the quantizer’s adjustable parameter is sufficiently larger than the size of the state, in the sense of its supremum norm (in other words, the PDE state of the system can be adequately measured as it is within the range of the quantizer). Within the second, for each time period in which the zoom variable of the quantizer remains constant, with the aid of a proper Lyapunov-like functional that is constructed, it is shown that the solutions of the closed-loop system are ultimately bounded, in the sense of their supremum norm, with a bound that is proportional to the magnitude of the adjustable parameter of the quantizer. As the zoom variable, and thus, also the obtained ultimate bounds of the solutions, decreases, global asymptotic stability can be established. In particular, explicit stability estimates in the supremum norm of the PDE state are derived, which exhibit an exponential decay rate (for equidistant switching instants) of the norm of the solutions, with an overshoot coefficient that depends on a certain power (in turn, dependent on the plant/quantizer parameters) of the norm of initial conditions.

The quantizers considered in the present paper differ from respective quantizers considered in, e.g., [18,20], in that it is assumed they are locally Lipschitz functions, rather than only piecewise constant, taking values in a finite subset of the real numbers. The reason for imposing such an assumption is to guaranteeing the well-posedness of the closed-loop system, which is established employing the results in [19] (thus without needing to study the issue of existence and uniqueness of solutions in full generality, which would be out of the scope of this paper that focuses on the control design and stability analysis). Although this technical condition may appear as a restrictive requirement, in practice, it is not. This is illustrated presenting an example of an approximate quantizer, which may be viewed as a typical quantizer with rectilinear quantization regions, considered in, e.g., [18,20], with an ε-layer added around the points of discontinuity, which could be taken as arbitrarily small. In fact, the derived stability estimates would be independent of the size of such a layer, which suggests that they may remain valid even in the absence of the layer (this is demonstrated in the simulation example, in which the quantizer is chosen only as piecewise constant, taking finitely many values).

Although the central design and analysis ideas are similar to the case of state quantization, we also develop a respective hybrid feedback law for the case in which state measurements are available, yet, the control input signal is subject to quantization. In such a case, the hybrid feedback law is expressed as the quantized form of the nominal backstepping controller, while the adjustable parameter of the quantizer is chosen in a way analogous to the case of state measurements quantization. Closed-loop stability can be established in a quite similar manner to the case of state quantization.

In Section 2 we present the class of systems under investigation and the developed hybrid feedback law. Section 3 incorporates the main result of the paper, namely, establishment of closed-loop stability, under the proposed control law, despite quantized measurements. Section 4 presents the extension of our developments to the case of input quantization. Section 5 provides a numerical example and in Section 6 we discuss potential, future research extensions.

Notation. We denote by $L^\infty(A; \Omega)$ the space of measurable and bounded functions defined on $A$ and taking values in $\Omega$. For a given $D > 0$ and a function $u \in L^\infty([0, D]; \mathbb{R})$ we define $\|u\|_\infty = \sup_{0 \leq t \leq D} |u(t)|$. For $\eta_1 \in L^\infty([-D, 0]; \mathbb{R}^n)$, the notation $\eta_1$ refers to $\eta_1(s) = \eta_1(t + s)$, for $s \in [-D, 0]$. We define $\|\eta_1\|_\infty = \sup_{-D \leq s \leq 0} |\eta(t + s)|$. For a given $h \in \mathbb{R}$ we define its integer part as $[h] = \max\{k \in \mathbb{Z} : k \leq h\}$. 

2. Problem formulation and control design

2.1. Linear first-order hyperbolic PDEs in strict-feedback form

We consider the following system

\begin{align}
\dot{u}(x, t) &= u(x, t) + g(x)u(0, t) + \int_0^x \ddot{g}(y)u(y, t)dy \quad (1) \\
u(D, t) &= U(t) \quad (2)
\end{align}

where $x \in [0, D]$, with $D > 0$, is spatial variable, $t \geq 0$ is time variable, $u$ is scalar state, and $U$ is control input, with $g$ and $\ddot{g}$ continuous functions. System (1), (2) can be transformed to

\begin{align}
w_1(x, t) &= w_4(x, t) \quad (3) \\
w(D, t) &= U(t) - \int_0^D k(D, x)\left(w(x, t) + \int_0^x l(x, y)w(y, t)dy\right)dx \quad (4)
\end{align}

employing the backstepping transformation and its inverse, provided in [17] as

\begin{align}
w(x, t) &= u(x, t) - \int_0^x k(x, y)u(y, t)dy \quad (5) \\
u(x, t) &= w(x, t) + \int_0^x l(x, y)w(y, t)dy \quad (6)
\end{align}

satisfying

\begin{align}
\|u\|_\infty \leq \|w\|_\infty \leq M_1\|u\|_\infty \quad (7)
\end{align}

where $M_1, M_2$ are defined through the continuously differentiable kernels $k$ and $l$ as

\begin{align}
M_1 &= 1 + D \max_{0 \leq x, y \leq D} |k(x, y)| \quad (8) \\
M_2 &= \frac{1}{1 + D \max_{0 \leq x, y \leq D} \max_{0 \leq z \leq D} |l(x, y)|} \quad (9)
\end{align}

Although the procedure involving (3)–(9) is known, we display these equations as the hybrid control design relies on the backstepping transformation and depends explicitly on parameters (8), (9).

There is no conceptual obstacle to extending the presented results to the case of a more general class of scalar, linear, first-order hyperbolic PDE systems than (1), (2), as long as there exists an invertible, integral transformation that maps the original system to the transport PDE system (3) with boundary condition of the form (4). Such an example could be the class of systems considered in [21], which incorporates non-strict-feedback (and reaction) terms on the right-hand side of (1), (2), employing Fredholm-type integral transformations. However, we sacrifice generality, in order to not distract a reader, involving additional technical details primarily related to existing results, from the main purpose of the paper, which is presentation of the hybrid control design methodology.
2.2. Approximate quantizer with an adjustable parameter

The state $u$ is available only in quantized form, in which the quantizer $q_µ$ is defined as (see, e.g., [18])

$$q_µ(u) = µq\left(\frac{u}{µ}\right), \quad (10)$$

where $µ > 0$ can be manipulated and $q$ is a locally Lipschitz function that satisfies the following properties

P1: If $|u| \leq M$, then $|q(u)| \leq \Delta$.

P2: If $|u| > M$, then $|q(u)| > M - \Delta$.

P3: If $|u| = M$, then $q(u) = 0$.

for some positive constants $M, \tilde{M}$, and $\Delta$, with $M > \Delta$. In particular, the fixed parameters $M$ and $\Delta$ are referred to as the range and quantization error of the quantizer, respectively, whereas the adjustable parameter $µ$ is referred to as the “zoom” variable.

An example of a quantizer that may arbitrarily closely approximate a typical quantizer with rectilinear quantization regions (see, e.g., [20]) is given below and shown in Fig. 1.

$$q(u) = \begin{cases} 
2, & u \geq 3 \\
-2, & u \leq -3 \\
\frac{k}{\epsilon} + k - 1, & k \leq u \leq k + \epsilon \\
k, & k + \epsilon \leq u \leq k + 1 \\
-k, & -(k + 1) \leq u \leq -k - \epsilon \\
\frac{k}{\epsilon} - k - 1, & -k - \epsilon \leq u \leq -k \\
0, & -1 \leq u \leq 1 
\end{cases}, \quad (11)$$

where $k = 1, 2$. Quantizer (11) satisfies properties P1–P3 (with $M = 3, \tilde{M} = 1$, and $\Delta = 1.05$), while being Lipschitz. Given the parameters $M$ and $\Delta$ of the quantizer, the derived stability estimates, presented in the next two sections, for the closed-loop system, do not depend explicitly on the value of $\epsilon > 0$, and thus, they hold for an arbitrarily small $\epsilon > 0$. For this reason, one could even argue that the stability analysis would remain valid for $\epsilon = 0$. This is demonstrated in Section 5, in which we provide a specific example of a quantizer, which satisfies properties P1–P3, yet, it is only piecewise constant, taking finitely many values. For further examples and details regarding quantizers the reader is referred to, e.g., [18,20].

3. Stability analysis of the hybrid backstepping controller under state quantization

Theorem 1. Consider the closed-loop system consisting of the plant (1), (2) and the hybrid feedback law (12), (13) with parameters (15)–(18). If $\Delta$ and $M$ satisfy $\frac{M}{\tilde{M}} < \frac{M_2}{M_1}$, then for all $u(\cdot, 0) \in L^\infty([0,D]; \mathbb{R})$ there exists a unique solution $u(\cdot, t) \in L^\infty([0,D]; \mathbb{R})$, which satisfies

$$\|u(t)\|_\infty \leq \gamma \|u(0)\|_\infty e^{-\frac{\gamma |\ln(\lambda + 1)|}{|\ln(\lambda + 1)|}}, \quad t \geq 0, \quad (19)$$

The requirement of (14) to hold for all $x$ should be understood as a requirement for all $x$ for which the solution exists.
where
\[
\gamma = \max\left\{ \frac{1}{D M_1}, \frac{M_2 M \mu_0}{\Omega_1}, \frac{M_1}{\mu_0 M_2, M_2 - 2 \Delta} \right\} \max\left\{ \frac{M_1}{\mu_0 M_2}, \frac{M_2}{M_2 - 2 \Delta} \right\} \text{ with } 0 < \nu < 1.
\]

For given data of the plant, i.e., for given parameters \(M_1, M_2, M_3\) which depend on the plant parameters through the kernels of the backstepping transformation and its inverse, according to definitions (8), (9), and (16), respectively, in order for the condition of Theorem 1 to be satisfied the parameters of the quantizer \(\Delta\) and \(M\) should be such that \(\Delta\) is sufficiently smaller than \(M\). We note that this condition also implies \(\frac{\Delta M_1}{\Delta M_2} < \frac{1}{(1 + \lambda^2)^{t_1^*}}\), as \(M_3 < M_1\), which guarantees that \(\Omega < 1\). In particular, as long as the parameters of the plant and quantizer satisfy the condition \(\Delta M_1 < \frac{\Delta M_2}{\sqrt{1 + \nu}}\), for some \(c > 0\), there always exist \(0 < \nu < 1\) and \(\lambda > 0\) such that the condition of Theorem 1 holds. The conservativeness of this condition may be interpreted qualitatively from the viewpoint of the degree of restriction of the allowable range of the quantizer parameters, for given data of the plant. For instance, an increase in the magnitude of \(M\) (potentially considering a more unstable plant), results in a decrease on the allowable range of \(\frac{\Delta M_1}{\Delta M_2}\) as \(M_1\) increases and \(M_3\) decreases.

The specific power involved in the supremum norm of the initial state in estimate (19) arises from derivation of an upper bound on open-loop solutions of exponential type together with the derivation of an upper bound for time instant \(t_1^*\), which depends on a logarithmic function of the magnitude of the initial state. The particular decay rate obtained for the supremum norm of the solutions arises from the equidistant switching instants (within time interval \(t > t_1^*)\) and the fact that \(\mu\) is decreasing by a factor of \(\Omega\) at each switching instant.

To avoid incorporating, unnecessarily, additional notational burden in the statement of Theorem 1, it is tacitly assumed that \(t_1^* > 0\), which represents the most difficult and generic case. In the occasion where \(t_1^* > 0\), estimate (19) could be replaced by the simplest expression \(\|u(t)\|_\infty \leq \max\left\{ \mu_0 M_1, M_2 \right\}\left(\Phi_{u(t)} - \Phi_0\right)\), which further implies from (17) and the condition on \(\mu_0\) within the statement of Theorem 1 that \(\|u(t)\|_\infty \leq \mu_0 M_1, M_2 \left(\Phi_{u(t)} - \Phi_0\right)\), as the initial state satisfies relation (21).

The proof of Theorem 1 is based on the following two lemmas and capitalizes on the relation of the first-order hyperbolic PDE (3), (4), under (12), to a specific integral delay equation (19) (see also, e.g., [22–24]). The first lemma deals with the so-called “zooming out” phase [18], in which it is established that the state is within the range of the quantizer at time \(t_1^*\), whereas the second lemma deals with the “zooming-in” phase, establishing, for fixed \(\mu\), a certain ultimate boundedness property, which in turn is employed for piecewise constant \(\mu\), in each time interval of the form \(\{t_1^* + (i - 1)\}, t > t_1^*\), for \(i = 1, 2, \ldots\) for showing asymptotic stability of the closed-loop system.

**Lemma 1.** Under the constraint for \(\Delta\) and \(M\) stated in Theorem 1, there exists a time instant \(t_1^*\), satisfying \(t_1^* \leq \frac{1}{\Delta M_1} \ln\left(\frac{M_1}{\|u(0)\|_\infty}\right)\frac{M_2}{\mu(0)}\), such that (14) holds, and hence, the following also holds
\[
\|u(t)\| \leq \frac{M_2 M}{(1 + \lambda)^2} \frac{M_1}{\mu(\xi)}\|u(0)\|_\infty, \quad \text{for all } x \leq D.
\]

**Proof.** Using the equivalent representation of the transformed system (3), (4) through an integral delay equation and setting \(w(x, t) = \eta(t + x - D)\), we obtain with (12) the following integral delay equation for \(0 < t \leq t_1^*\)
\[
\eta(t) = -\int_{-D}^0 (k(D, s + D) + \int_{t-s}^0 k(D, r + D)\|r + D, s + D\|\text{dr})
\times n(t + s)\text{ds}.
\]

Using the left-hand side of (7) together with (15) we get from (22) that
\[
|\eta(t)| \leq M_1, \int_{1-D}^{t^*} |\eta(s)| \text{ds}.
\]

Hence, we obtain the following two relations
\[
|\eta(t)| \leq M_1, \int_{0}^{t} |\eta(s)| \text{ds} + \int_{D}^{t} |\eta(s)| \text{ds}, \quad 0 < t \leq D,
\]
and
\[
|\eta(t)| \leq M_1, \int_{0}^{t} |\eta(s)| \text{ds} + \int_{0}^{t} |\eta(s)| \text{ds}, \quad t > D.
\]

Relation (24) implies (see, e.g., [25]) that
\[
|\eta(t)| \leq D M_1, \|\eta(s)\|_{\infty} \leq D, \quad 0 < t \leq D.
\]

Therefore, using the fact that \(\sup_{D < s < 0} |\eta(t + s)| \leq \max\{\|\eta(0)\|, \sup_{D < s < 0} |\eta(s)|\}\), for \(0 < t \leq D\), we get from (26) that
\[
\|\eta(t)| \leq \frac{1, M_1, M_2}{\|\eta(0)\|_{\infty}} e^{\mu_1 t}, \quad 0 \leq t \leq D.
\]

Similarly, using the fact that \(\sup_{D < s < 0} |\eta(t + s)| \leq \max\{\|\eta(t)\|_{\infty}, \sup_{D < s < 0} |\eta(s)|\}\), for \(t > D\), we obtain from (26),
\[
\|\eta(t)| \leq \frac{1, M_1, M_2}{\|\eta(s)\|_{\infty}} e^{\mu_1 t}, \quad 0 \leq t \leq t_1^*.
\]

Hence, combining (28), (29) we get
\[
\|\eta(t)| \leq \max\{1, M_1, M_2\}, \|\eta(0)\|_{\infty} e^{\mu_1 t}, \quad 0 \leq t \leq t_1^*.
\]

which also implies that
\[
\|w(t)\| \leq \max\{1, M_1, M_2\} e^{\mu_1 t}, \quad 0 \leq t \leq t_1^*.
\]

In the above analysis we tacitly assume that \(t_1^* > D\). However, estimate (31) still holds in the case where \(t_1^* \leq D\) as one could directly derive it considering only the case \(0 \leq t \leq t_1^* < D\). Choosing the switching signal \(\mu\) according to (13) one can conclude that there exists a time \(t_1^*\), which is at most equal to
\[
\frac{1}{M_1} \ln\left(\frac{M_1}{\|\eta(0)\|_{\infty}}\right)\frac{M_2}{\mu(0)}\frac{M}{\mu_0(\xi)}, \quad \text{such that}
\]
\[
\|w(t_1^*)\| \leq M_2, \left(\frac{M_1}{M_1 - 2 \Delta}\right)\frac{M_2}{\mu(\xi)}\|u(0)\|_{\infty}, \quad 0 \leq t \leq t_1^*.
\]

and hence, in view of property P1 of the quantizer and the fact that for all \(0 \leq x \leq D\) it holds that \(\frac{\|u(x, t)\|_{\infty}}{\mu(x, t)} \leq \frac{\|u(t)\|_{\infty}}{\mu(t)} \leq \frac{1}{M_1} \ln\left(\frac{M_1}{\|\eta(0)\|_{\infty}}\right)\frac{M_2}{\mu(\xi)}\frac{M}{\mu_0(\xi)}\frac{M}{\mu(\xi)},\)

signaled inequality, that the following holds
\[
\left| q \left( \frac{u(x, t^*_i)}{\mu (t^*_i)} \right) \right| \leq \frac{M}{(1 + \lambda)^{\gamma}} M_2 \Delta, \quad \text{for all } x \in [0, D]. \tag{33}
\]
Equivalently, at time \( t^*_i \) relation (14) holds. We then show that detecting the event (14) in combination with the properties of the quantizer implies that at \( t^*_i \) relation (21) also holds. Given that (33) holds, we first check whether there could be some \( x \in [0, D] \), say \( x^* \), such that relation 
\[
\left| q \left( \frac{u(x^*, t^*_i)}{\mu (t^*_i)} \right) \right| > M - \Delta \quad \text{would hold. However, since } M_2 \leq M_1, \text{ one can conclude that relation} 
\left| q \left( \frac{u(x^*, t^*_i)}{\mu (t^*_i)} \right) \right| > \frac{M_2}{M_1} \frac{M}{(1 + \lambda)^{\gamma}} - \Delta \quad \text{would also hold, which contradicts (33), and hence, for all } x \in [0, D] \text{ it holds that} 
\frac{\left| u(x, t^*_i) \right|}{\mu (t^*_i)} \leq M. \text{ We next check whether relation} 
\frac{M_2}{M_1} \frac{M}{(1 + \lambda)^{\gamma}} < \frac{\left| u(x^*, t^*_i) \right|}{\mu (t^*_i)} \leq M \text{ could hold. In that case, property P1 of the quantizer would imply that the following would hold} 
\left| q \left( \frac{u(x^*, t^*_i)}{\mu (t^*_i)} \right) - q \left( \frac{u(x^*, t^*_i)}{\mu (t^*_i)} \right) \right| \leq \Delta, \tag{34}
\]
and hence, using the fact that
\[
\frac{\left| u(x^*, t^*_i) \right|}{\mu (t^*_i)} - q \left( \frac{u(x^*, t^*_i)}{\mu (t^*_i)} \right) \leq \frac{\left| u(x^*, t^*_i) \right|}{\mu (t^*_i)}, \tag{35}
\]
Relation (35) in combination with \( M_2 \frac{M}{M_1} \frac{M}{(1 + \lambda)^{\gamma}} < \frac{\left| u(x^*, t^*_i) \right|}{\mu (t^*_i)} \) would imply that
\[
M_2 \frac{M}{M_1} \frac{M}{(1 + \lambda)^{\gamma}} - \Delta < \left| q \left( \frac{u(x^*, t^*_i)}{\mu (t^*_i)} \right) \right|, \tag{36}
\]
which contradicts (33), establishing the validity of (21). \( \Box \)

\textbf{Lemma 2.} Under the constraint for \( \Delta \) and \( M \) stated in \textit{Theorem 1}, the solutions of the transformed closed-loop system (3), (4), (12), for fixed \( \mu > 0 \), which satisfy
\[
\sup_{0 \leq s \leq D} \left| e^{(x-D) \frac{\ln(1+\lambda)}{\lambda^2}} w(x, t^*_i) \right| \leq \frac{1}{(1 + \lambda)^{\gamma^2}} M_2 M_\mu, \tag{37}
\]
they also satisfy for \( t^*_i < t < t^*_i + T \)
\[
\sup_{0 \leq s \leq D} \left| e^{(x-D) \frac{\ln(1+\lambda)}{\lambda^2}} w(x, t) \right| \leq \max \left\{ \sup_{0 \leq s \leq D} \left| e^{(x-D) \frac{\ln(1+\lambda)}{\lambda^2}} w(x, t^*_i) \right|, \frac{\Omega}{(1 + \lambda)^{\gamma^2}} M_2 M_\mu \right\}. \tag{38}
\]
Moreover, the following holds
\[
\sup_{0 \leq s \leq D} \left| e^{(x-D) \frac{\ln(1+\lambda)}{\lambda^2}} w(x, t^*_i + T) \right| \leq \frac{1}{(1 + \lambda)^{\gamma^2}} \Omega M_2 M_\mu. \tag{39}
\]
\textbf{Proof.} Under the feedback law (12) for \( t > t^*_i \) (where \( u \) is expressed in terms of \( w \) via (6)) and since \( \mu \) is fixed within the interval \( t^*_i < t \leq t^*_i + T \) we get the following integral delay equation equivalent to (3), (4)
\[
\eta(t) = f \left( \eta_i, t^*_i \right), \tag{40}
\]
where
\[
f \left( \eta_i, \mu \right) = \mu \int_0^D k(D, s + D) \left( q \left( \frac{1}{\mu} G(t, s) \right) - \frac{1}{\mu} G(t, s) \right) ds \tag{41}
\]
\[
G(t, s) = \eta(t + s) + \int_s^T \left| l(s + D, r + D) \eta(t + r) dr. \tag{42}
\]
Defining \( V_1 (\eta) = \sup_{-D \leq s \leq 0} e^{\frac{\ln(1+\lambda)}{\lambda^2} \eta(\eta)} \) we get for sufficiently small \( h > 0 \)
\[
V_1 (\eta_{t+h}) = \sup_{-D \leq s \leq 0} e^{\frac{\ln(1+\lambda)}{\lambda^2} \eta(\eta)} \left| \eta(t + s + h) \right| \leq \max \left\{ \sup_{-D \leq s \leq -h} e^{\frac{\ln(1+\lambda)}{\lambda^2} \eta(\eta)} \left| \eta(t + s + h) \right|, \right. \tag{43}
\]
\[
\max \left\{ e^{\frac{\ln(1+\lambda)}{\lambda^2} \eta(\eta)} \sup_{-h \leq s \leq 0} e^{\frac{\ln(1+\lambda)}{\lambda^2} \eta(t + s)}, \right. \tag{44}
\]
and hence, with definition for \( V_1 \) we arrive at
\[
V_1 (\eta_{t+h}) \leq \max \left\{ e^{\frac{\ln(1+\lambda)}{\lambda^2} \eta(\eta)} V_1 (\eta_t), \sup_{0 \leq s \leq h} \right\} \eta(t + s+) \right\}. \tag{44}
\]
As long as \( M_2 M_\mu \leq \| \eta \| \leq M_2 M_\mu \), using the property P1 in Section 2.2 of the quantizer and the left-hand-side of bound (7) we arrive using (41) at
\[
\left\{ \begin{array}{l}
\left| f \left( \eta_i, \mu \right) \right| \leq M_2 \mu M_\mu \Delta \\
\frac{1 + \lambda}{\lambda^2} M_2 M_\mu \leq \frac{\| \eta \|}{\Omega M_2 M_\mu}. \end{array} \right. \tag{45}
\]
and thus, employing definition (17) we get that
\[
\| \eta(t + q) \| \leq \frac{1}{1 + \lambda} \max \left\{ \sup_{0 \leq s \leq 0} \eta(t + s), \sup_{0 \leq s \leq q} \eta(t + s) \right\}. \tag{46}
\]
Therefore, along the solutions of (40), using (46) we obtain
\[
\sup_{0 \leq s \leq h} \eta(t + q) \| \leq \frac{1}{1 + \lambda} \max \left\{ e^{\ln(1+\lambda)} V_1 (\eta_t), \sup_{0 \leq s \leq h} \eta(t + s) \right\}. \tag{47}
\]
Thus,
\[
\sup_{0 \leq s \leq h} \| \eta(t + q) \| \leq \frac{1}{1 + \lambda} e^{\ln(1+\lambda)} V_1 (\eta_i). \tag{49}
\]
Combining (44), (49) we get that for all \( h \) such that \( 0 < h \leq \min \left\{ D \left( \frac{\lambda}{\lambda^2} - 1 \right), T \right\} \) the following holds
\[
V_1 (\eta_{t+h}) \leq e^{\frac{\ln(1+\lambda)}{\lambda^2} \cdot (t^*_i - T)} V_1 (\eta^*). \tag{50}
\]
By induction\( ^4 \) we obtain for \( t^*_i < t \leq t^*_i + T \)
\[
V_1 (\eta_t) \leq e^{- \frac{\ln(1+\lambda)}{\lambda^2} \cdot (t - t^*_i)} V_1 (\eta^*_i). \tag{51}
\]
\( ^4 \) In more detail, we express time as \( t = t^*_i + h + q \), where \( 0 \leq i \leq \left[ \frac{t - t^*_i}{T} \right] \) is integer and \( q \) is a real number such that \( 0 \leq q \leq h \) (see, e.g., [19] for detailed computations).
and hence, from the definition of $V_1$ we get that
\[
\|\eta_t\| \leq e^{\frac{-\ln(1+t)}{t}} e^{\frac{-\ln(1+t)}{t}} \sup_{-D \leq s \leq 0} e^{\frac{-\ln(1+t)}{t}} |\eta_t(t^*_t + s)| ,
\]
which implies from (37) that $\|\eta_t\| \leq M_2M\mu$, $t^*_t < t \leq t^*_t + T$. Furthermore, using (51), from the definition of $V_1$ and (18) we get that
\[
\sup_{-D \leq s \leq 0} e^{\frac{-\ln(1+t)}{t}} |\eta_t(t^*_t + T + s)| \leq \Omega\sup_{-D \leq s \leq 0} e^{\frac{-\ln(1+t)}{t}} |\eta_t(t^*_t + s)| ,
\]
and hence, employing (37) we obtain (39), which also implies the following ultimate bound
\[
\|\eta_t\| \leq \Omega M_2M\mu.
\]

The proof of Theorem 1.

\textbf{Proof of Theorem 1.} Employing Lemma 1 one can conclude from (7) that bound (37) holds with $\mu = \mu(t^*_t)$. Applying Lemma 2, where $\mu$ is updated according to (13) and, thus, it is fixed on any interval of the form $[t^*_t + (i - 1)T, t^*_t + iT]$, $i = 1, 2, \ldots$, one can conclude that at time instant $t^*_t + T$ relation (39) holds with $\mu = \mu(t^*_t)$. One could then apply again Lemma 2 for $t^*_t + 2T < t \leq t^*_t + 3T$ since from (13) it follows that $\mu(t) = \Omega \mu(t^*_t)$.

From estimate (38) in Lemma 2 it then follows for $t^*_t + iT < t \leq t^*_t + iT$, $i = 1, 2, \ldots$, that
\[
\sup_{0 \leq s \leq T} e^{\frac{-\ln(1+t)}{t}} |w(x, t)| \leq \max_{0 \leq s \leq T} e^{\frac{-\ln(1+t)}{t}} \times w(x, t^*_t + iT) \leq \frac{1}{(1 + \lambda)^n}.
\]

Using (55) and (13) which implies that $\mu(t^*_t) = \Omega^{i-1} \mu(t^*_t)$, $t^*_t + (i - 1)T < t \leq t^*_t + iT$ we arrive at
\[
\sup_{0 \leq s \leq T} e^{\frac{-\ln(1+t)}{t}} |w(x, t)| \leq \frac{1}{(1 + \lambda)^n} M_2M^{i-1}\mu(t^*_t),
\]
for $i = 1, 2, \ldots$, where we used the fact that $\Omega < 1$. Therefore,
\[
\|w(t)\| \leq \frac{M_2M}{\Omega^{i-1}} \mu(t^*_t),
\]
which in turn implies that
\[
\|w(t)\| \leq \frac{M_2M}{\Omega^{i-1}} \mu(t^*_t) e^{\frac{-\ln(1+t)}{t}},
\]
for $i = 1, 2, \ldots$, where we used the fact that $\Omega < 1$. Therefore,
\[
\|w(t)\| \leq \mu_0 \max_{0 \leq s \leq T} \frac{M_2M}{\Omega^{i-1}} e^{\frac{-\ln(1+t)}{t}},
\]
for $i = 1, 2, \ldots$, where we used the fact that $\Omega < 1$. Therefore,
\[
\|w(t)\| \leq \max_{0 \leq s \leq T} \frac{M_2M}{\Omega^{i-1}} \mu_1 e^{\frac{-\ln(1+t)}{t}},
\]
for $i = 1, 2, \ldots$, where we used the fact that $\Omega < 1$. Therefore,
\[
\|w(t)\| \leq \mu_1 \max_{0 \leq s \leq T} \frac{M_2M}{\Omega^{i-1}} e^{\frac{-\ln(1+t)}{t}},
\]
for $i = 1, 2, \ldots$, where we used the fact that $\Omega < 1$. Therefore,
\[
\|w(t)\| \leq \mu_1 \max_{0 \leq s \leq T} \frac{M_2M}{\Omega^{i-1}} e^{\frac{-\ln(1+t)}{t}},
\]
for $i = 1, 2, \ldots$, where we used the fact that $\Omega < 1$. Therefore,
\[
\|w(t)\| \leq \mu_1 \max_{0 \leq s \leq T} \frac{M_2M}{\Omega^{i-1}} e^{\frac{-\ln(1+t)}{t}},
\]
for $i = 1, 2, \ldots$, where we used the fact that $\Omega < 1$. Therefore,
For all $0 \leq t \leq t_0^*, \text{Eq. (22)}$ satisfies all assumptions of Theorem 2.1 in [19], and hence, employing estimate (30) there exists a unique solution $\eta \in L^\infty \left( [-D, t_0^*] ; \mathbb{R} \right)$. For $t > t_1^*$, in each of the intervals $[t_i^* + (i - 1)T, t_i^* + iT) \), $i = 1, 2, \ldots$, where $M$ is constant, the transformed closed-loop system is equivalent to (40)-(42). Therefore, as the initial condition $\bar{\eta}(t_0) = \eta \left( t_0^* + s \right)$, $-D \leq s \leq 0$, satisfies $\bar{\eta}_0 \in L^\infty \left( [-D, 0] ; \mathbb{R} \right)$, one can employ Theorem 2.1 in [19] in each of the intervals $[t_i^* + (i - 1)T, t_i^* + iT)$, $i = 1, 2, \ldots$ (since for fixed and bounded $\mu > 0$, the mapping $f$ has the particular form (41) with $q$ being locally Lipschitz and satisfying $q(0) = 0$), which, in combination with the stability estimate (19), guarantee existence and uniqueness of $\eta \in L^\infty \left( [t_0^*, +\infty) ; \mathbb{R} \right)$. In fact, those properties of $q$ and the forms (22), (41) of $f$ guarantee that $\eta$ is continuous on each interval of the form $[t_i^* + (i - 1)T, t_i^* + iT)$, $i = 1, 2, \ldots$, as well as on $(0, t_0^*)$ and left continuous at $t_0^* + (i - 1)T, i = 1, 2, \ldots$. \hfill $\square$

## 4. Extension to input quantization

In the case where the control input is subject to quantization, while measurements of the PDE state are available, the hybrid feedback law is modified to

$$U(t) = \begin{cases} 0, & 0 \leq t \leq t_1^* \\ \mu(t)q \left( \frac{1}{\mu} \int_0^t k(D, \chi) u(x, t) dt \right), & t > t_1^* \end{cases}$$  \hspace{1cm} (67)

where the tuning strategy for $\mu$ is given as

$$\mu(t) = \begin{cases} \max \left\{ 1, DM_1 \right\} e^{2\mu_1 t}, & (j - 1)T < t \leq jT, \\ \frac{D}{\mu M_1 M_2} \mu(t_1^* + (i - 1)T), & t > t_1^* \end{cases}$$  \hspace{1cm} (68)

and $t_1^*$ is the first time instant at which the following holds

$$\left| u(x, t_1^*) \right| \leq \frac{M}{(1 + \lambda)\mu} M_2 M_1 M_2 \mu(t_1^*)$$  \hspace{1cm} (69)

Event (69) can be detected using the available measurements of the PDE state. Alternatively, one could verify whether relation $\frac{ln(\bar{\eta}(t_1^*))}{\mu(t_1^*)} \leq \frac{M}{(1 + \lambda)^{\frac{1}{\mu} M_1 M_2}}$ is satisfied, which implies that (69) holds.

The form of the tuning strategy for $\mu$ is identical to the case of measurements quantization. The difference lies in the fact that the switching instant $t_1^*$ is now characterized by the detection of event (69).

## Theorem 2

Consider the closed-loop system consisting of the plant (1), (2) and the hybrid feedback law (67), (68) with parameters (15)-(18). If $\Delta$ and $M$ satisfy $\frac{\Delta}{M} < \frac{M_1 M_2}{M_1 M_3}$, then for all $u(0, \cdot) \in L^\infty \left( [0, D] ; \mathbb{R} \right)$ there exists a unique solution $u(\cdot, t) \in L^\infty \left( [0, D] ; \mathbb{R} \right)$, which satisfies

$$\|u(t)\|_{\infty} \leq \tilde{\eta} \|u(0)\|_{\infty} e^{-\frac{\Delta}{M_1 M_2} t}, \hspace{1cm} t \geq 0$$  \hspace{1cm} (70)

where $\tilde{\eta} = \max \left\{ \frac{M_1 M_2}{M_3} e^{\frac{\Delta}{M_1 M_2}}, \mu_0 M_3 \right\} \max \left\{ \frac{M_1 M_2 (1 + \lambda) M_1^2}{\mu_0 M_3^2}, 1 \right\} \frac{M_1 M_2 (1 + \lambda) M_1^2}{\mu_0 M_3^2} 1 + \frac{\Delta (1 + \lambda)}{M_1 M_2}.$

For specified data of the plant, i.e., for specified parameters $M_1, M_2,$ and $M_3$, the condition of Theorem 1 is more restrictive, as compared with the respective condition in Theorem 2, in terms of the allowable range of the quantizer parameters (expressed as the allowable range of the quantizer, compared with the respective condition in Theorem 2.1, terms of the allowable range of the quantizer parameters (expressed as the allowable range of the quantizer parameter $\frac{\Delta}{M_1} \right.$, since $M_3 < M_1$ and $(1 + \lambda)^{\frac{1}{\mu} M_2} \leq \frac{M_1 M_2}{M_3} \leq M_1 M_2 \mu$, using the property P1 in Section 2.2 of the quantizer and

The proof of Theorem 2 is based on certain results which were not covered in [19]. The above results are somewhat of a general nature and are purely mathematical in character. The results presented in this paper are intended for those who are interested in understanding the fundamental principles of quantization and the implications of these principles for the design and analysis of control systems.
the left-hand side of bound (7) we arrive with (77) at
\[
\left| \bar{f}(\eta, \mu) \right| \leq \mu \Delta \\
\leq (1 + \lambda)^\nu M_2 \Delta \left\| \eta \right\|.
\] (78)

Proceeding as in the case of the corresponding part of the proof of Lemma 2 we arrive at (51), and hence, with the definition of \( V_1 \) we obtain from (73) that \( \left\| \eta_t \right\| \leq M_2 M \mu, \hat{t}^*_1 < t \leq \hat{t}^*_1 + T \).

Moreover, using (51), from the definition of \( V_1 \) and (18) we get that
\[
\sup_{-D \leq s \leq 0} e^{u(1+\lambda)\nu s} \left| \eta (\hat{t}^*_1 + T + s) \right| \leq \Omega \sup_{-D \leq s \leq 0} e^{u(1+\lambda)\nu s} \left| \eta (\hat{t}^*_1 + s) \right|.
\] (79)

and hence, employing (73) we obtain (75), which also implies the following ultimate bound
\[
\left\| \eta_t \right\| \leq \frac{\Omega}{M_1} \left\| \eta \right\|.
\] (80)

The rest of the proof employs identical arguments to the proof of Lemma 2. \( \square \)

**Proof of Theorem 2.** The proof of Theorem 2 follows the same lines as the corresponding part of the proof of Theorem 1, employing Lemmas 3 and 4. \( \square \)

5. Simulation results

We consider system (1), (2) with \( D = 1, f \equiv 0, \) and \( g(x) = g = 1.25, \) for all \( x \in [0, 1]. \) Computing the eigenvalues of the generator associated with the open-loop system, it is shown that there is a real, positive eigenvalue \( \sigma \approx 0.46, \) satisfying \( e^{\sigma} (\sigma - g) + g = 0. \)

The quantizer is defined component-wise for each \( x \in [0, 1] \) as
\[
q \left( \frac{u(x)}{\mu} \right) = \begin{cases} 
M, & \frac{u(x)}{\mu} > M \\
-M, & \frac{u(x)}{\mu} < -M \\
\Delta \left\lfloor \frac{u(x)}{\mu} + \frac{1}{2} \right\rfloor, & -M \leq \frac{u(x)}{\mu} \leq M
\end{cases}
\] (81)

with \( M = 2 \) and \( \Delta = \frac{M}{40}. \) The switching signal \( \mu \) is updated according to (13) with \( \lambda = \nu = \frac{1}{2}. \) The initial condition is chosen, for simplicity, as constant, namely, \( u(x, 0) = 10, \) for all \( x \in [0, 1]. \) At time \( t^*_1 = 0.14 \) “capture” is guaranteed, i.e., event \( \left\{ q_\nu (u(x, t^*_1)) \right\} \)

\[
\leq \left( \frac{M}{1+\nu} \right) \mu (t^*_1), \text{ for all } x \in [0, 1], \text{ is detected, through verifying that relation } \left\| q_\nu (u(t^*_1)) \right\| \leq \left( \frac{M}{1+\nu} \right) \mu (t^*_1)
\] holds.

In order to further illustrate the significance of the proposed control design methodology, we show in Figs. 3 and 4 the responses of the closed-loop systems in the case in which the nominal backstepping controller is employed, i.e., when the effect of state measurements quantization is left uncompensated. For a fixed, small value of \( \mu, \) namely \( \mu = 0.5, \) the state of the closed-loop system, under the nominal control law, grows unbounded, as shown in Fig. 3, since the initial condition is outside the range of the quantizer, which is equal to \( M. \) For a fixed, large value of \( \mu, \) namely \( \mu = 100, \) the state of the closed-loop system, under the nominal control law, remains bounded, which may be also attributed to the input-to-state stability (with respect to a boundary disturbance) property of the nominal backstepping controller (see, e.g., Section 4 in [19]). Nevertheless, asymptotic stabilization is not possible, as shown in Fig. 4, since the quantization error is large, in particular, equal to \( \Delta \mu. \) In fact, it appears as though the system goes into a limit cycle, since, due to quantization effect, the control input vanishes when the state lies within a certain region around zero, which results in the state to grow (as the open-loop system is unstable), until the quantizer may switch to a non-zero value. Such a closed-loop system behavior is consistent both with results reported in the finite-dimensional case, see, e.g., [18,27], as well as with the results for hyperbolic systems in [15,16] (which do not explicitly aim at compensation of the quantization effect in order to achieving asymptotic stabilization).

Last but not least, in Fig. 5 we also show the corresponding closed-loop response in the case of input quantization, i.e., under the feedback law (67)–(69), where the quantizer \( q \) in this case is
defined as
\[
q\left(\frac{\bar{U}}{\mu}\right) = \begin{cases} 
M, & \frac{\bar{U}}{\mu} > M \\
-M, & \frac{\bar{U}}{\mu} < -M \\
\Delta \left[ \frac{\bar{U}}{\mu^3} + \frac{1}{2} \right], & -M \leq \frac{\bar{U}}{\mu} \leq M
\end{cases}
\]
and, in particular, it has only one component (since it takes as argument the value of the scalar quantity \(\frac{\bar{U}}{\mu} = \int_0^1 k(D, x) dx\)).

6. Future work

Although the update law for the zoom variable of the quantizer is based on time-dependent switching, a potentially, more robust strategy would be to design a state-dependent switching rule (see, e.g., [28], for design of a state-dependent switching strategy in boundary controlled, hyperbolic PDE systems), on the basis of the available quantized measurements, for determining when the state enters a certain region. For a control strategy that would be based on state-dependent switching, one would determine the switching instants, say \(t_i^*, i = 2, 3, \ldots\), at which the value of \(\mu\) is updated, based on the satisfaction of an event-based criterion indicating when the state enters a desired region. In the case of state measurements quantization such events could be determined for \(i = 1, 2, \ldots\) employing conditions of the form

\[
\left| q_{\mu(t_i^*)} \left( \bar{u}(x, t_{i+1}) \right) \right| \leq \left( \frac{M}{(1 + \lambda)} \right) \frac{M_2}{M_1} \Omega - \Delta \mu (t_i^*)
\]

for all \(x \in [0, D]\),

\[
\left( \frac{M}{(1 + \lambda)} \right) \frac{M_2}{M_1} \Omega - \Delta \mu (t_i^*)
\]

which, would also guarantee (using the arguments within the proof of Lemma 1 and relation (7)) that bound (39) holds (with \(\mu\) replaced by \(\mu (t_i^*)\) and \(t_i^* + T\) replaced by \(t_i^*\)). Such an approach could be suitable for a continuously adjusted control input. Furthermore, employment of such a strategy, would potentially also require establishment of avoidance of Zeno behavior in the closed-loop system.

As the issue of existence and uniqueness of closed-loop solutions in the case in which the quantizer is only piecewise constant function, taking finitely many values, may, potentially, become more tractable when the control input is applied through a zero-order hold (see, e.g., [8]), which may also be the case in more realistic, practical scenarios, a potential next step would be to consider, simultaneously, the effect of sampling and quantization. In the case in which an event-triggered mechanism may be utilized, updating the values of control input at discrete time.
instants, one may have to combine the event-based strategy for updating the values of $\mu$ (e.g., according to (83)), with an event-triggered strategy, potentially based on an approach as the ones presented in, e.g., [7,29], for updating the values of the control input $U$, possibly employing a different criterion for deriving the triggering instants.
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